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Abstract—As the speed gap of the modern processor and the
off-chip main memory enlarges, on-chip cache capacity increases
to sustain the performance scaling. As a result, the cache power
occupies a large portion of the total power budget. Spin transfer
torque magnetic memory (STT-MRAM) is proposed as a promis-
ing solution for the low power cache design due to its high
integration density and ultralow leakage power. Nevertheless,
the high write power and latency of STT-MRAM become new
barriers for the commercialization of this emerging technology.
In this paper, we investigate the thermal effect on the access
performance of STT-MRAM, and observe that the temperature
can affect the write delay and energy significantly. Then, we
explore the nonuniform cache access (NUCA) design of the chip-
multiprocessors with STT-MRAM-based last level cache (LLC).
A thermal aware data migration policy, called “Thermosiphon,”
which takes advantage of the thermal property of STT-MRAM,
is proposed to reduce the LLC write energy. This policy splits
the LLC into different regions dynamically based on the ther-
mal distribution monitored by thermal sensors available on-chip,
and adaptively migrates write intensive data among different
thermal regions considering the thermal gradient. Compared
to the conventional NUCA design, our proposed design can
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save 41.2% write energy at most and 13.01% on average with
negligible hardware overhead.

Index Terms—Cache, data migration, low power, spin transfer
torque magnetic memory (STT-MRAM), thermal gradient.

I. INTRODUCTION

MEMORY bandwidth instead of CPU processing speed
has become a severe bottleneck of modern comput-

ing systems for further performance scaling, especially when
entering into the many-core era [1]. As a result, a large shared
last level cache (LLC) is beneficial and thought indispensable
to overcome the “memory wall” issue. For example, the Intel
Xeon-Phi deploys as large as 30 MB on-chip L2 cache [2]. It
is expected that more cache will be integrated on-chip as core
count and working sets of applications continuously increase.
Therefore, on-chip cache organization and interconnection are
vital to sustain high memory bandwidth and reasonable access
latency.

However, the growing cache memory array size increases
the worst-case capacitive loads of bitlines/wordlines, and dete-
riorates the cache performance. Thus, organizing on-chip
cache, especially LLC cache, into many banks and connect-
ing them with network-on-chips (NoCs) is an effective way to
improve the performance of multicore and many-core proces-
sors [3], [4]. Different from conventional uniform cache access
(UCA) architecture, LLCs of chip-multiprocessors (CMPs)
are commonly designed with non-UCA (NUCA) architec-
ture, which can be classified as static NUCA (S-NUCA) and
dynamic NUCA (D-NUCA) [5].

In addition, the growing cache capacity makes conventional
SRAM-based cache suffer from the severe leakage power in
the deep submicrometer regime [6]. To deal with this problem,
several emerging nonvolatile memory technologies, such as
PCRAM [7], ReRAM [8], and Spin transfer torque magnetic
memory (STT-MRAM) [9], are proposed as promising alter-
natives for future cache and main memory designs. Among
them, STT-MRAM has fast access speed, high endurance,
and process compatibility with CMOS technology, and has
become a attractive candidate of LLC designs [10]. However,
STT-MRAM write operation is a time and energy consuming
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procedure, and many techniques are proposed to reduce the
write energy [11], [12].

As a common concern, a surge in the power consumption
makes the thermal issue a challenging problem of multicore
or many-core processor designs. The induced high tempera-
ture and severe thermal gradient threaten the chip reliability
and aggravate leakage power significantly. Unfortunately, the
thermal issue is either completely ignored in the traditional
SRAM-based NUCA design [13] or taken as an undesirable
characteristic. However, compared to its SRAM counterpart,
STT-MRAM has a unique thermal property: with the tempera-
ture rising, the write latency and energy decrease significantly.
Note that the write operation of STT-MRAM is a energy hun-
gry and time-consuming procedure. The thermal property of
STT-MRAM and the on-chip thermal gradient provide us an
opportunity to improve STT-MRAM cache energy efficiency.

In this paper, we propose a novel thermal-aware
NUCA design for the STT-MRAM-based LLC called
“Thermosiphon.”1 The proposed Thermosiphon architecture
exploits the spatial thermal variation of the STT-MRAM LLC
for write latency and energy improvements. Specifically, first
of all, depending on the thermal distribution on-chip, the
multibank LLC can be dynamically partitioned into the hot
region and the cool region, and cache banks in different ther-
mal regions can self-adjust their write pulses appropriately
instead of conforming to the conservative write pulse setting,
so that the write performance and energy efficiency can be
improved. Second, with a thermal-aware data migration pol-
icy, Thermosiphon can migrate data among thermal regions to
approach optimal performance and energy consumptions. Our
main contributions are as follows.

1) We divide the STT-MRAM LLC into different thermal
regions according to the thermal distribution on-chip.
Each region sets its cache write latency and energy
appropriately for performance and energy efficiency. To
the best of our knowledge, it is the first work to exploit
the on-chip thermal gradient to optimize write energy
and performance of STT-MRAM-based LLCs.

2) To effectively take advantage of the thermal property of
STT-MRAM LLC, we propose a novel thermal aware
NUCA design. Different data migration policies are
adopted in different thermal regions so that most write
operations can benefit from performance improvements
and energy reductions brought by the high temperature
without hurting the spatial locality in the NUCA cache.

3) Experimental results on both single-core and multicore
processors validate the effectiveness and efficiency of
our proposed technique. Thermosiphon can reduce the
write energy by 13.01% on average and 41.2% at
most compared to the conventional NUCA architec-
ture design. Additionally, the performance can also be
improved by 22.7% at most due to the reduction of data
swappings induced by data migration.

1The design is named after a natural phenomenon Thermosiphon since our
proposed NUCA design tries to promote the write intensive data from one
region to another region, much like the fluid flowing with the Thermosiphon
effect.

(a) (b) (c)

Fig. 1. Typical cache architectures (note that the numbers in the square spec-
ifies the access latencies of different cache banks) [5]. (a) UCA. (b) S-NUCA.
(c) D-NUCA.

The rest of this paper is organized as follows. Section II
presents preliminaries of STT-MRAM and NUCA design.
Section III describes the motivation of this paper by exam-
ining the unbalanced thermal distribution on-chip and the
thermal behavior of STT-MRAM access operation. Section IV
details the proposed thermal aware NUCA design, and inves-
tigates the design tradeoff involved. The experimental results
are given in Section V. Section VI presents the related work,
and Section VII concludes this paper.

II. PRELIMINARIES OF NUCA AND STT-MRAM

A. NUCA Architecture Design

Fig. 1 shows some commonly used cache organizations. The
number of banks and the average access time for each kind
of cache organizations are listed in the figure as well [5]. The
UCA structure [shown in Fig. 1(a)], until very recently, is
commonly adopted for on-chip cache design. It assumes that
access latencies of different cache locations are uniform and
determined by the delay to access the furthest bank. However,
as the cache capacity increases, the cache access latency of
UCA architecture degrades cache performance dramatically,
and NUCA architecture is proposed to improve the cache
performance [5]. NUCA design can be divided into S-NUCA
and D-NUCA. In S-NUCA, which is shown in Fig. 1(b), the
cache block position is fixed with some static address mapping
scheme. The cache access latency depends on the distance of
the cache bank from the core, which improves cache access
performance effectively. However, this one-time data map-
ping can not explore the full potential of cache performance
improvement. As a result, D-NUCA is proposed, which is
shown in Fig. 1(c). In this case, the cache block can migrate
from one bank to another bank within the same bankset.
Therefore, D-NUCA can make sure that cores have quick
accesses to their frequently used cache blocks, and can be
more adaptive compared to S-NUCA.

B. Introduction to STT-MRAM

STT-MRAM is one of the most promising candidates for
the next generation memory technology because of its unique
properties like fast access speed, extremely low standby
power, high integration density, etc. [14]. Fig. 2 illustrates the
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Fig. 2. 1T1MTJ STT-MRAM cell structure.

commonly used cell structure consisting of 1 transistor (T)
and 1 magnetic tunnel junction (MTJ). MTJ is the data stor-
age device in a memory cell. It is a sandwich-like structure
with two ferromagnetic layers and one barrier in between. A
MTJ has different resistances depending on its magnetizations,
which can be used to store data. In this paper, we focus on
the perpendicular MTJ since it has better scalability than its
in-plane counterpart [15], [16].

During the write operation, the word line is enabled and a
write voltage is applied between the bit line and the source
line to generate the switching current to flip the MTJ state.
According to the polarity of the switching current, a “0” or
“1” can be written. As for the read operation, the word line is
enabled, and a read voltage is applied between the bit line and
the source line. The MTJ state can be sensed by comparing
sense currents flowing through the data cell and the reference
cell. Then, a 0 or 1 can be read out by the sense amplifier.

III. MOTIVATION

A. Evaluation of the Thermal Effect on the STT-MRAM
Cache Access

As we have mentioned, with the chip power density increas-
ing, on-chip temperature, and thermal gradient elevate rapidly.
It is necessary to investigate the thermal impact on STT-
MRAM from the write performance and the energy consump-
tion perspectives. Both the access transistor and MTJ device
can be significantly affected by the temperature variation on-
chip. Since the read voltage is much smaller than the supply
voltage, the transistor works at linear region during the read
operation. Then, driving current of the access transistor can
be calculated as [17]

Ids = μCox
W

L

(
Vgs − Vth − Vds

2

)
Vds (1)

where Vds is the voltage difference between drain and source
of the access transistor. Vgs is the gate-source voltage. Vth
is the threshold voltage. W is the transistor width. L is the
channel length of transistor. Cox is gate oxide capacitance per
unit area. μ is the carrier mobility which can be calculated by
the following expression:

μ(T) = μ(Tr)

(
T

Tr

)−kμ

(2)

where μ(Tr) is the carrier mobility at room temperature and
kμ is a fitting parameter. According to the above equations,

Fig. 3. 1T1MTJ cell read/write latencies and energy consumptions with
different temperatures.

we can derive that as the temperature increases, the driving
current reduces due to the degraded carrier mobility.

Meanwhile, temperature can affect an MTJ’s switching
probability, which can be expressed as [18]

P = 1 − e− tp
τ (3)

where P is the switching probability of the MTJ device. tp is
the write pulse width. τ is computed as follows:

τ = τ0e
�

(
1− V

Vc0

)
(4)

where τ0 is the thermal attempt time at 0K, V is the magni-
tude of the applied voltage pulse, Vc0 is the critical switching
voltage of the MTJ, and � is the energy barrier of the MTJ
which can be calculated [19]

� = HKMS

kBT
Vol (5)

where Vol is the MTJ volume, Ms is the saturation magneti-
zation, kB is the Boltzmann constant, and T is the tempera-
ture. Equation (5) indicates that thermal stability of an MTJ
decreases when temperature increases. In other words, it is
easier to switch an MTJ in higher temperature.

Based on the MTJ thermal model from [20], we can obtain
read/write latencies and energy consumptions under different
temperature with SPICE simulations. As shown in Fig. 3, it
indicates that the write energy and latency decrease rapidly as
temperature increases. The write energy reduces from 4.3 pJ
at 0 ◦C to 3.1 pJ at 100 ◦C (reduced by 27.9%), and the
write latency reduces from 9.4 ns at 0 ◦C to 6.5 ns at 100 ◦C.
Compared with the thermal effect on the write operation, tem-
perature has negligible impact on the read operation. This
thermal property provides us an opportunity to optimize the
write energy and performance of STT-MRAM.

B. Evaluation of the Thermal Distribution On-Chip

As mentioned above, the continuous increasing of inte-
gration density on-chip escalates the “power wall” problem.
The thermal issue is becoming an imminent challenge for
the multiprocessor design [22]. Moreover, when different
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(a) (b) (c)

Fig. 4. Thermal map of: (a) Intel Haswell architecture; (b) IBM POWER8 architecture; and (c) 48-core IA-32 processor.

TABLE I
CONFIGURATIONS OF PLATFORM ADOPTED IN THERMAL SIMULATIONS

tasks run on a CMP, the striking differences among run-
ning tasks result in significant thermal gradient across the
whole chip.

To illustrate this point, we performed thermal simulations on
three different CMPs (refer to Table I) to capture the on-chip
thermal distributions using Hotspot [22] (refer to Section V for
the thermal simulation setup). The thermal map of 8-core Intel
Haswell architecture [22] is shown in Fig. 4(a). As shown in
the figure, LLC cache banks are located between two columns
of cores. Each column has four cores. I/O interface and cache
controller modules are located on the top and bottom side. The
chip thermal design power is 140 W. When all eight cores are
running at the peak power, we observe that core 3 and core 6
are working under the peak temperature which can approach
85.1 ◦C (assume the room temperature is 27 ◦C). Then, the
on-chip thermal gradient can exceed 30.6 ◦C, which coincides
with the measurement from [25]. Due to the lateral thermal
propagation, the LLC region also suffers from severe thermal
gradient.

For the thorough thermal evaluation, we also took IBM
POWER8 [23] and the 48-core IA-32 processor [24] as another
two examples. The thermal map of IBM POWE8R architecture
is shown in Fig. 4(b). The POWER8 processor has 12 cores
with 192 W peak power. The figure shows an example scenario
that only central cores are running at the peak power while
other cores are running with relatively lower power. We can
observe that the thermal gradient can be as high as 30.3 ◦C as
well. The thermal map of 48-core IA-32 architecture is shown
in Fig. 4(c). The processor has 48-cores organized into 24 tiles
with 201 W peak power. The figure illustrates the scenario that
only couple of cores on the left side are running at the peak
power. The thermal gradient is nearly 30 ◦C. Note that the
real thermal distributions on-chip strongly depend character-
istics of running applications. Nonetheless, it is expected that

the thermal gradient will aggravate further due to the shrink-
ing of technology node and the “dark silicon” problem [26].
In the following sections, we take the Intel Haswell archi-
tecture as an example to present our idea. Normally, the
aggravating temperature and thermal gradient are undesirable
for SRAM-based cache as they can increase the leakage power
and threaten the chip reliability significantly. However, consid-
ering the thermal property of STT-MRAM write operation, we
can take advantage of the thermal gradient on-chip to reduce
the write latency and energy of LLC which will be detailed in
Section IV.

IV. THERMOSIPHON: NOVEL THERMAL AWARE NUCA
DESIGN FOR STT-MRAM-BASED LLC

A. Introduction to the Baseline Case

As shown in Fig. 5(a), the CMP considered in this paper,
which is similar to the Intel Haswell architecture, has eight
cores with private SRAM L1 cache and shared STT-MRAM-
based L2 cache. The large LLC cache is split into 64 banks
and is implemented with STT-MRAM technology to reduce
the leakage power. The cache banks are interconnected with
a mesh NoC. Eight banks in a half-row constitute a bankset.
For the S-NUCA architecture, the cache block is fixed in the
bankset while the cache block can migrate within the bankset
in the bankset with a specific data migration policy [21].
Fig. 5(b) illustrates a widely used D-NUCA data migration
policy, called “gradual promotion” [21]. For example, if a data
block in bank 8 is accessed, it will migrate toward the request-
ing core by one step within the bankset (i.e., migrate to bank
7). Consequently, the frequently accessed data may migrate
to the neighborhood of the requesting core gradually. Each
migration incurs one data swapping and associated write oper-
ations. In the paper, we call this policy the gradual promotion
policy.

Although S-NUCA does not incur data migration, which
can avoid long write latency of STT-MRAM, D-NUCA can
improve performance by migrating active data near to the core.
To validate the performance benefit of the gradual promotion
scheme, we compared performance of PARSEC applications
using gradual promotion scheme with those using S-NUCA
scheme as shown in Fig. 6 (refer to Section V for the detailed
architecture simulation setup). It shows both quad-core and
eight-core simulation results. It indicates that although grad-
ual promotion incurs extra write latency, the access latency
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(a) (b) (c)

Fig. 5. (a) Example of the NUCA architecture to illustrate data migration policies. (b) Gradual promotion policy [21]. (c) Data migration policy of
Thermosiphon design.

Fig. 6. IPC value comparisons of gradual promotion and S-NUCA for quad-
core and eight-core cases when running PARSEC applications.

Fig. 7. Average read hit counts of different cache banks within a bankset
for quad-core and eight-core cases when running PARSEC benchmarks.

of frequently accessed data can be reduced effectively by
promoting them near to the core. The D-NUCA policy can
improve IPC value by 2.38% compared to S-NUCA policy
on average. Fig. 7 plots the average read hit counts of grad-
ual promotion and S-NUCA for PARSEC benchmarks after
three million instruction execution. It illustrate that gradual
promotion policy can increase the read hit rate of the bank
near to the requesting core dramatically, which contributes the
IPC improvements of gradual promotion policy. The evalua-
tion results for SPEC2000 and SPEC2006 benchmarks show
the similar trends. Therefore, we set D-NUCA adopting the
gradual promotion data migration policy as our baseline.

B. Overview of Our Proposed Thermal Aware NUCA
Architecture

The working mechanism of the proposed NUCA design is
illustrated in Fig. 8. In order to take advantage of the thermal
gradient within the LLC, we can split it into different regions
based on the temperature distribution. The thermal distribution

information can be collected by thermal sensors embedded on-
chip or through temperature prediction techniques widely used
for dynamic thermal management (DTM) [27]. In the ther-
mal evaluation module (TEM), there is a tuning table which
stores the write pulse width and latency settings under differ-
ent temperatures, which can be precharacterized by prototype
measurements. During the application running, the thermal
information is fed to TEM and the TEM will search the tuning
table to find the appropriate write pulse configuration for the
cache bank in LLC. The LLC temperature information and the
corresponding write pulse settings are then input to the cache
controller. The controller can control the write operation and
data migration based on the thermal information. Note that
the number of different thermal region types affects the com-
plexity of TEM and the tuning table. Increasing the number
of different thermal region types and the write pulse width
tuning levels complicates the bank controller and the write
driver design. In this paper, we only consider to divide each
bankset into two thermal regions, i.e., the hot region and the
cool region, and the tuning table contains 16 entries covering
−20 ◦C to 130 ◦C to approach a reasonable tradeoff of hard-
ware overhead and energy savings. In this paper, we adopted
the write pulse tuning circuit proposed in [28]. As shown in
Fig. 8, the write pulse tuning circuit can dynamically select an
optimized pulse width (voltage) for an STT-RAM LLC bank
according to the temperature. The write pulse can be gener-
ated by the simple delay circuit, which is integrated into the
write driver circuitry.

C. On-Line Thermal Evaluation and Dynamic Thermal
Region Division

Since our proposed Thermosiphon scheme is based on the
thermal distribution on-chip, it is crucial to obtain the temper-
ature of each cache bank efficiently. In this paper, we assume
that all cache banks are classified as belonging to the hot
region or the cool region. Banks in the hot region have tem-
perature higher than the thermal threshold, so they have lower
write energy and latency as well. Similarly, banks in the cool
region suffer from larger write energy and latency.
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Fig. 8. Overview of our proposed NUCA design.

Fig. 9. Example of placements of thermal sensors.

Since thermal sensors are commonly available in the con-
temporary processors, we can utilize them to evaluate cache
bank temperature. We assume thermal sensors are only avail-
able in a few locations as shown in Fig. 9. Then, the
temperature of any bank n in a bankset (e.g., bank 0∼7) can
be calculated as follows:

Tn = T1 − (n − 1)
T1 − T5

7
(6)

where Tn is the temperature of bank n, T1 and T5 are the
temperature of the top and the bottom thermal sensors in the
bankset, respectively. The formula is based on the observation

that cache bank temperature decreases with the distance away
from the processor core as shown in Fig. 4.2

With the help of thermal sensors, we can dynamically divide
LLC banks into different thermal regions. The temperature
threshold for the thermal region division can be expressed as
follows:

TThreshold = max{T1, T2, T3, T4} − min{T5, T6, T7, T8}
2

. (7)

Based on the temperature, cache banks are classified as either
hot banks or cool banks. For example, as shown in the right
part of Fig. 9, the hot/cool region boundary of one bankset can
be updated dynamically according to thermal sensing results.

D. Adaptive Data Migration Policy in Thermosiphon

Through the thermal region partitioning, we expect that
data blocks migrated into the hot region can obtain the write
performance and energy benefits. Unfortunately, if we use
the conventional gradual promotion policy directly, the ther-
mal benefit we can reap may be very limited. The reason is
analyzed as follows. Normally, data read accesses are more fre-
quent than write accesses. Moreover, since read performance
largely determines cache access performance, it should be
assigned with a higher migration priority. As a result, read
intensive data may occupy banks in the hot region most of the
time. Note that hot banks are usually located in the vicinity of
active cores. Then, few write intensive data have the opportu-
nity to migrate into the hot region. Moreover, a data migration

2In addition to the above thermal evaluation method, some other more
accurate on-line thermal evaluation techniques such as [29] can be adopted
as well. Note that our thermal-based data migration policy is orthogonal to
the thermal evaluation method.
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(a)

(b)

Fig. 10. (a) Access counter and the ratio counter in the cache block.
(b) Illustration of data migration in the cool region.

occurs in each cache access because the newly accessed data
migrate toward the requesting core by one step each time
except that the cache block has already been located in the
nearest bank to the core. The migration introduces extra write
overheads which are more undesirable for write energy con-
suming STT-MRAM LLCs. To deal with these problems, it is
necessary to propose a novel thermal-aware NUCA design to
make more write operations benefit from the thermal gradient
on-chip without degrading read performance significantly.

To explore the tradeoff involved in the thermal-aware
NUCA design, we consider two extremes first. One extreme is
always promoting the touched data block toward the requesting
core. It results in read intensive data clustering in the neigh-
borhood of the core. Thus, write operations mostly happen
in the cool region resulting higher write energy and latency.
From the write energy reduction perspective, another extreme
is to migrate the data block being written toward the request-
ing core with a higher priority. Therefore, we can reap more
thermal benefits by clustering write-intensive data in the hot
region. However, read performance may degrade dramatically
in this case. Thus, there is a tradeoff between the two extremes
for performance and energy optimizations. Our proposed ther-
mal aware NUCA design explores to obtain the sweet point by
adopting different data migration policies in different thermal
regions.

In the hot region, to optimize the cache performance, read
intensive data should be placed as near to the core as pos-
sible. As shown in Fig. 10(b), block 1 may be occupied by
read intensive data with a high possibility. Since write latency
and energy are roughly the same in the same thermal region,3

write intensive block can still reap the thermal benefit with-
out residing in block 1 as long as it is in the hot region [i.e.,
the light gray area in Fig. 5(a)] as well. So we adopt the

3Note that although the write pulse width and amplitude are the same for
the banks in the same thermal region, they are not exactly the same due to
interconnect delay when accessing different banks. We have taken this point
into account in the experiments of Section V.

gradual promotion policy in the hot region to obtain better
cache performance.

In the cool region, we propose a counter-based data migra-
tion policy to promote write intensive data toward the hot
region with a higher possibility. Each cache block has two
counters, i.e., the access counter and the read/write ratio
counter as shown in Fig. 10(a). The former one indicates the
access history of the cache block. Meanwhile, to elevate the
possibility of write intensive data being migrated into the hot
region, the ratio counter is used to adjust the weight between
a read and a write operation. For example, if the ratio counter
is 3 bits, the counter will increase by 1 for each read access.
If the counter overflows, it will increase the access counter by
1. On the other hand, write access to the block increases the
access counter by 1 directly. Therefore, the net effect is to set
the priority of data migration for write intensive data higher
than that of read intensive data. A higher ratio means a write
intensive block is assigned a higher probability to be migrated
to the hot region. Another benefit of the proposed policy is that
data migration may not always incur data swappings as long as
the access counter does not change. Then, the write overhead
induced by data migration can also be reduced significantly.

With the access counter and the ratio counter, banks in the
cool region can be classified as the boundary bank and the non-
boundary bank. The former one is the nearest bank in the cool
region to the hot region within the same bankset. For instance,
bank 5 is a boundary bank in Fig. 10(b). As for cache accesses
in a nonboundary bank [case 1 in Fig. 10(b)], cache controller
reads the access counter in the cache block, and compare it
with previous cache blocks.4 The block is then migrated to
the position next to the block, whose access counter value is
larger than that of the block being migrated. For example, if
an write access hits bank 7, and the access counter value of the
data block becomes 10, the block in bank 7 will swap with the
block in bank 6. For the boundary block hit, cache controller
tries to find whether that block is just evicted from the hot-
region or not. In the former case, cache controller makes the
data migration similar to the nonboundary block case (case 2
in Fig. 10). If the boundary block is just evicted out from the
hot region, it will migrate by one additional step (case 3 ).
The reason is that if it migrates into the last position in the
hot region (i.e., bank 4), it will evict the original block in
that position, which may be just brought into the hot region
as well. By migrating toward the core one step further (i.e.,
migrate to bank 3), the undesirable ping-pong effect can be
eliminated effectively.

The access counter and the ratio counter need to be reset
in two cases. First, when one of the counters overflows,
the access counter of each block is reset, which is simi-
lar to the “pseudo-LRU” cache replacement counter. This
policy is to keep the leading-edge block in the previous posi-
tion. Meanwhile, it gives opportunities to other blocks to be
migrated into the hot region. Second, when a new block is
loaded into the LLC, all the block counters are reset. Since
the new block has the higher possibility to be visited again,

4The previous blocks are located in banks within the same bankset but
nearer to the hot region.
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TABLE II
CMP ARCHITECTURE CONFIGURATION

TABLE III
THERMAL SIMULATION PARAMETERS

the reset can make the new block be migrated to the boundary
block directly if the block is touched again.

V. EXPERIMENTAL RESULTS

To validate the effectiveness of the proposed NUCA design
in terms of write power and performance, we perform exten-
sive simulations described as follows.

A. Experiment Setup

The CMP architecture used in our simulation consists of
8 Alpha 21264 cores as shown in Fig. 5(a). Each core
has 128 KB private instruction and data cache, respec-
tively. L2 cache is shared by all cores. L2 cache banks are
interconnected with a mesh NoC. We assume one cycle/hop
of the interconnect delay. The detailed architectural setup for
simulations is tabulated in Table II. We extended the gem5
simulator [30] to model the proposed NUCA architecture.
The gradual promotion was used as the baseline in our sim-
ulations. Another thermal aware NUCA design denoted as
“T-NUCA,” adopts gradual promotion policy in both hot and
cool regions, but uses different write pulse widths in different
thermal regions. These two schemes were used for comparison
in our experiments.

In order to obtain thermal distribution of the CMP, we
extracted the floorplan and power consumption information
of Intel Haswell processor which is very similar to architec-
ture used in our simulations. Hotspot [22] was used for the
thermal simulations. The parameter settings for Hotspot simu-
lations are shown in Table III. Since the thermal constant lies at
hundreds of milliseconds [31], we set 100 ms as a reasonable

TABLE IV
BENCHMARK SUITES USED IN OUR ARCHITECTURAL SIMULATIONS

TABLE V
MTJ PARAMETERS USED IN OUR SIMULATIONS

thermal checking interval, which can guarantee that the tem-
perature rise do not exceed 1 ◦C during the interval. At each
thermal checking interval, the bankset was divided into two
regions dynamically as mentioned above. Depending on the
bank temperature, write pulse widths of the two regions can
be determined by the pulse width tuning table as shown in
Fig. 8. The write pulse width was set based on the lowest
bank temperature in the specific thermal region.

The cell read/write energy and latency were obtained from
the HSPICE simulations on the 40-nm perpendicular STT-
MRAM technology using the model developed in [20]. The
MTJ parameters used for the simulation are shown in Table V.
Then, simulation results were fed into NVSim [32] to obtain
the write energy and latency of L2 STT-MRAM cache. We
assume that L2 cache is 16 MB, and the bank capacity is
256 KB.

The experiments were performed on the single-task/quad-
task/eight-task scenario, respectively. The benchmark suites
used in simulations include SPEC2000, SPEC2006 as multi-
program applications, and PARSEC as multithread applications
as shown in Table IV. We constructed 16 single-task cases, four
combinations of SPEC benchmarks for quad-task multiprogram
simulations and four combinations of SPEC benchmarks for
eight-task multiprogram simulations, which are tabulated in
Table VI. Notice that, the single-task denotes the case that we
only ran one benchmark on the eight-core processor to evaluate
the effectiveness of our method on a single core. Quad-task
represents the case that we assign four benchmarks (they are
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Fig. 11. Single-task IPC comparisons of three different NUCA designs: the gradual promotion NUCA, T-NUCA, and Thermosiphon.

Fig. 12. Multitask IPC comparisons of three different NUCA designs: the gradual promotion NUCA, T-NUCA, and Thermosiphon.

TABLE VI
QUAD-TASK AND PCT-TASK BENCHAMRK GROUPS CONSTRUCTED FROM

THE SPEC2000 & SPEC2006 BENCHMARK SUITES

shown in Table VI correspond to the multiprogram scenario) or
four threads (multithread scenario) on the eight-core processor.
Eight-task is the case that we assign a benchmark to every core
(the benchmark groups are shown in Table VI and correspond
to the multiprogram scenario) or one thread to every core (mul-
tithread scenario). In our simulations, 200 million instructions
were fast-forwarded to warm up the cache, and then 30 million
instructions were executed to generate the simulation statistics.
L2-cache access statistics obtained from gem5 were used to
estimate the overall write energy consumption induced by both
normal write accesses and data migrations.

B. Performance Analysis

IPC performance comparisons for the single-task case are
plotted in Fig. 11, and those for quad-task and eight-task

cases are plotted in Fig. 12. The results are normalized to
the baseline, i.e., gradual promotion policy. As shown in
Fig. 11(a), left bars denote IPC values of single-task simu-
lation results, and the rightmost bar represents the geometric
mean. Among the three NUCA designs, Thermosiphon per-
forms the best, and can improve performance by 2.65% on
average. For “bzip2,” T-NUCA scheme can improve 4.95%
performance compared to the baseline while Thermosiphon
can obtain 22.7% improvement compared to the baseline.
Considering the multitask simulations, IPC comparisons when
running multiprogram and multithread applications are shown
in Fig. 12, the IPC improvement of T-NUCA sharply drops
to 0.5% at most (Oct-1), and Thermosiphon can still improve
performance by 2.89% on average compared to the baseline.
The reason is that Thermosiphon can provide more opportu-
nities for write intensive data blocks in the cool region to be
migrated in the hot region. Therefore, the write latency can
be reduced accordingly. Meanwhile, read performance does
not degrade significantly since the gradual promotion pol-
icy is adopted in the hot region. Moreover, the adoption of
ratio counter also reduces data swappings as mentioned before,
which also contributes to the write performance improvement.

C. Write Energy Analysis

Write energy comparisons of three NUCA designs are
presented in Fig. 13. Fig. 13(a) illustrates write energy compar-
isons, including single-task, quad-task, and eight-task cases.
The total energy comparisons, considering both read and write
energy, are shown in Fig. 13(b). All results are normalized to
the baseline. As shown in the figures, Thermosiphon performs
the best in terms of write energy and overall energy consump-
tions. As for write energy, Thermosiphon can save 13.01%
on average, 41.2% at most (“swaptions”) compared with the
baseline. Meanwhile, T-NUCA can only achieves about 2.79%
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(a)

(b)

Fig. 13. Energy comparisons of three NUCA designs. (a) Write energy comparisons. (b) Over all energy comparisons.

Fig. 14. Comparisons of the write activities in the two thermal regions. It implies that more write operations occur in the hot region for Thermosiphon.

write energy reduction on average. Considering the overall
energy consumption as shown in Fig. 13(b), Thermosiphon
also performs the best. The reason is that Thermosiphon can
migrate a write intensive block into the hot region with a
higher probability. Considering the T-NUCA scheme, although
the write operation in the hot region can obtain the thermal
benefit, the energy reduction is limited because read intensive
blocks occupy the hot region most of the time. For those write
infrequent or read intensive applications, without the help of
ratio counter, most of write operations still remain in the cool
region, which prevents us from obtaining the benefit brought
by the hot region.

D. Write Activities in Different Thermal Regions

To validate the effectiveness of our proposed design fur-
ther, we analyze write operations occurring in different thermal
regions. Write operations can be divided into two categories.
The first one is normal write accesses (including instruc-
tion/data loading operations). The other one is data swapping
induced write operations. Considering data migration, the two
blocks involved may be located in different thermal regions.
By comparing percentages of write operations occurring in
different thermal regions, we can verify whether more write

operations are performed in the hot region. As shown in
Fig. 14(a), we can observe that the Thermosiphon scheme
makes more write operations occur in the hot region compared
to the T-NUCA scheme, which validates the effectiveness of
our Thermosiphon design.

E. Access Counter and the Ratio Counter Design
Space Exploration

As we discussed previously, the number of bits of the
access/ratio counter is an important parameter for our NUCA
design. If bit count of the access counter is too large, the over-
flow will occur too late to migrate the new data block into
the hot region, which may result in access operations mostly
occurring in the cool region. On the other hand, if we set the
bit count too small, the counter will be refreshed so frequently
that access characteristic of the cache block can not be cap-
tured accurately. To explore the design space of the counter
design, we obtained IPC values and write energy with differ-
ent counter configurations, and plotted the average value over
all benchmarks in Fig. 15. As shown in Fig. 15(b), we observe
that when the ratio is 6, which implies 6 read hits are equiv-
alent to one write hit in the cool region, we can obtain the
optimal write energy consumption. From the IPC perspective,
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(a) (b)

Fig. 15. Design space exploration of the access/ratio counter (the legend represents the access counter bit): (a) from the IPC perspective and (b) from the
energy consumption perspective.

we derived that the ratio 6 is optimal as well, which is shown
in Fig. 15(a). So the ratio counter has 3 bits. Similarly, the
optimal access counter bits should be 4.

F. Hardware Overhead Analysis of the Proposed
Thermosiphon

As for the temperature sensors and DTM module, they com-
monly exist in modern microprocessors [33]. These facilities
can be used to measure on-chip temperature and assist the
thermal management. In this paper, we just took advantage
of these existing facilities to obtain the bank temperature,
and partitioned LLC bankset into different thermal regions.
Additionally, we adopted the write pulse width adjustment cir-
cuit proposed in [34]. It only incurs <0.005% area overhead.
Considering the access and ratio counters, since the access
counter is commonly accompany with the cache block in
CMPs to record the access history for the cache block replace-
ment [30], our proposed scheme can use it directly. The extra
hardware overhead is the addition of a ratio counter to each
block. As the maximum count value of the ratio counter is 6 as
mentioned above, which is equivalent to 3 bits hardware imple-
mentation. The hardware overhead is 3 bits/64 bytes = 1.3%.
Compared to the write energy and performance improvements,
the hardware overhead is acceptable.

VI. RELATED WORK

The prevalence of multicore processor demands a steady
growth of on-chip cache capacity to bridge the gap between
processor throughput and the off-chip memory bandwidth.
Kim et al. [5] proposed NUCA architecture to address the
performance bottleneck of conventional UCA cache. After
that, a lot of researchers studied the data mapping, inser-
tion and interbank data migration strategies to fully exploit
the potential of NUCA. For example, Beckmann and Wood
considered the cache block migration and replacement pol-
icy in D-NUCA of multicore systems [35]. In addition,
Qiu et al. [36] studied the data migration policy in a hybrid
STT-MRAM cache. Beside migration strategy, there are also
some literatures on the optimal placement of cache blocks

in order to improve data locality without introducing data
migration overhead [37].

Although STT-MRAM has many advantages working as an
emerging memory technology, its write operation is energy
and time consuming thus attracting a lot of research efforts to
solve this issue. Zhou et al. [11] proposed a write early termi-
nation technique to reduce write energy of STT-MRAM. The
experimental results indicated that the total write energy can
be reduced by more than 33%. Similarly, Park et al. [38] took
advantage of the stochastic long-tail nature of STT-MRAM
write operation, and shut down the bitline as soon as the cell
was detected to have the desirable switching. Sun et al. [39]
proposed a multiretention level STT-MRAM cache design
and associated adaptive data refresh policy to reduce the
energy overhead and improve cache access performance.
Chi et al. [40] explored the data encoding scheme for STT-
MRAM. By mapping frequent occurring data patterns to the
energy efficient resistive states, the write energy of STT-
MRAM can be reduced dramatically. Bishnoi et al. [41]
observed the asymmetric write of STT-MRAM, i.e., writing
1 is more energy-consuming than writing 0, and provided dif-
ferent write timings for the two writing scenarios for the write
energy reduction. Zeng and Peir [42] proposed to select a
replacement block near the LRU position, which has the most
similar content to the missed block to reduce the total switch
bits. The proposed method achieves 20% switching bits reduc-
tion. Wu et al. [43] exploited the data redundancy within the
write back data from upper level cache to STT-MRAM LLCs
and proposed a compare-and-write technique to eliminate the
redundant write back data for write energy optimization.

Different from the above related work, this paper exploits
the thermal gradient on-chip, and seeks to increase energy
efficiency and performance of STT-MRAM LLCs taking
advantage of STT-MRAM’s thermal property.

VII. CONCLUSION

As the modern processor enters into the multicore and
many-core era, cache capacity increases rapidly and NUCA
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architecture is introduced for the cache performance improve-
ment. To mitigate the leakage power, STT-MRAM-based LLC
cache is promising to replace the conventional SRAM cache.
At the same time, the soaring power consumption due to high
integration density introduces severe thermal issue on-chip.
In this paper, we take advantage of the thermal property of
STT-MRAM write operation to reduce the energy consump-
tion and improve cache access performance in LLCs. With
the thermal consideration, we propose a thermal aware NUCA
design–Thermosiphon, which adopts different data migration
policies in different thermal regions. The experimental results
show that compared with the baseline, our proposed NUCA
design can improve the performance by 2.65% on average for
the single-task case, 2.89% for the multitask case on aver-
age. Meanwhile, Thermosiphon can reduce the write energy
by 13.01% on average and 41.2% at most with negligible
hardware overhead.
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