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Abstract—The relentless efforts towards power reduction of
integrated circuits have led to the prevalence of near-threshold
computing paradigms. With the significantly reduced noise mar-
gin, therefore, it is no longer possible to fully assure power in-
tegrity at design time. As a result, designers seek to contain noise
violations, commonly known as voltage emergencies, through
various runtime techniques. All these techniques require accurate
capture of voltage emergencies through noise sensors. Although
existing approaches have explored the optimal placement of
noise sensors, they all exploited the statistical modeling of noise,
which requires a large number of samples in a high-dimensional
space. For large scale power grids, these techniques may not
work due to the very long simulation time required to get the
samples. In this paper, we explore a novel approach based on
generative adversarial network (GAN), which only requires a
small number of samples to train. Experimental results show
that compared with a simple heuristic which takes in the same
number of samples, our approach can reduce the miss rate of
voltage emergency detection by up to 65.3% on an industrial
design.

I. INTRODUCTION

To meet the stringent power budget imposed by either package

cooling limits or battery-life requirements in mobile applica-

tions, near-threshold computing has been explored in a broad

range of applications, where the supply voltage is approxi-

mately equal to the threshold voltage of the transistors [1].

However, near-threshold computing significantly reduces the

noise margin, making design-time power integrity assurance a

very challenging task. There are a few more papers [2], [3]

utilizing on-chip noise sensors to track voltage emergencies.

In order to accurately track voltage emergencies, it is critical

to place the noise sensors optimally. Towards this, [4]–[7]

proposed Eagle-Eye, the first noise sensor placement work in

the literature to minimize the miss rate of voltage emergency

detection [7]. The method is based on statistical modeling

of noise and uses a heuristic which is proved to be optimal

among all polynomial complexity algorithms. Later [8] further

developed an alternative noise sensor placement framework but

with the target of recovering the entire noise map 1 given that

1A noise map is formed by the noise values of all the nodes in the power
grid at a particular time, which can be obtained by transient simulation.

some of the functional areas cannot allow sensor placement. It

is not quite relevant to the detection of voltage emergencies.

A fundamental issue with all these approaches is that they

rely on statistical information of the noise. As detailed in Sec-

tion II, in order to accurately capture the statistical correlation

between different nodes, the number of samples increases with

the number of nodes. With hundreds of thousands or even

millions of nodes present in the power grids, a huge number

of samples are needed and the statistical modeling can hardly

be accurate. It is imperative to search for alternative methods

that can work even with limited number of samples.

Machine learning algorithms have achieved extraordinary

improvement in various applications, which include image

searching [9], action recognition [10], and even beating a hu-

man champion at Go [11]. Nowadays they are also applied to

the field of electronic design automation, including high level

synthesis, physical design, circuit test, online thermal/power

management and so on [12]–[15]. In this paper, we attempt

to make use of the newest breakthrough, generative adver-

sarial network (GAN), to solve the problem of noise sensor

placement. Specifically, the proposed method uses a limited

number of noise samples obtained from power grid simulation

to train GAN and extract critical features, from which a large

number of samples can quickly be yielded for optimal sensor

placement through an efficient heuristic method. Experimental

results on an industrial design show that compared with a

simple heuristic method which takes in the same number of

samples, our approach can reduce the miss rate of voltage

emergency detection by up to 65.3%.

The remainder of this paper is organized as follows. We

first present the background about the on-chip noise sensor

placement problem with its formulation and related work in

Section II. The GAN scheme adopted is introduced in Section

III with our proposed strategy to decide locations for noise

sensors. Experimental results are presented in Section IV and

concluding remarks are given in Section V.
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II. BACKGROUND AND MOTIVATION

Following [4], the on-chip noise sensor placement problem

can be formally defined as follows. Given the following

information as inputs

1) M candidate nodes in the power grid for noise sensor

placement and their respective simulated noise informa-

tion

2) voltage threshold t for the voltage emergencies, which

is specified by the designer and is the same for all the

sensors;

3) total number of noise sensors n to be placed.

Our objective is to find the optimal n locations out of the M
candidate nodes so that the miss rate, defined as the probability

that a voltage emergency occurred somewhere on chip but

none of the placed sensors capture it, is minimized. The miss

rate can be mathematically defined as

Miss Rate =P (Zmax ≥ t|Zr1 ≤ t, Zr2 ≤ t, · · · , Zrn ≤ t)

=P (Zmax ≥ t|max(Zr1 , Zr2 , · · · , Zrn) ≤ t)

where Zmax is the maximum noise among all the nodes in

the power grid, Zr1 , Zr2 , · · · , Zrn are noise values at the n
nodes where the sensors are connected, and t is the voltage

threshold. If there is a voltage emergency somewhere on chip,

at least one node must have Zi ≥ t, 1 ≤ i ≤ M , which infers

Zmax ≥ t.
Originally, a method named Eagle-Eye is proposed based on

statistical noise analysis in [4]. The noise of on-chip node i,
either Gaussian or non-Gaussian, can be represented as follows

Zi = Fi(X) = Hi(G) + ΔRi (1)

where X is a set of common correlated factors that result

in the variation of voltage noise through function Fi. Through

modelling techniques, the noise can be represented by function

Hi(G), where G is an m-dimensional uncorrelated random

variable that models the global variation sources (common for

all positions) which can be extracted from X through either

principle component analysis (PCA) for Gaussian or indepen-

dent component analysis (ICA) for non-Gaussian distributions

of X . This transformation is based on the covariance matrix

estimation. In addition, ΔRi models the independent source

of noise variation specific to position i. After this, Sensing

Quality Metric (SQM) for a set of positions is defined as the

probability that the maximum noise among them exceeds the

voltage threshold. Based on SQM, noise sensor placement is

decided by existing algorithms, since it can be interpreted as

the max set cover (MSC) problem [16].

Eagle-Eye is built on the basis of transformation in (1),

which is calculated from covariance matrix estimation. Com-

rey and Lee [17] urged researchers to obtain 500 or more

samples per variable. Therefore, even for a medium scale

power grid with 100,000 nodes, the number of noise samples

required is 50 million. SPICE simulation to get such a huge

number of samples will take an extremely long time. In this

paper, we will try to address this scalability problem by

devising a generative adversarial network based approach.

III. GAN BASED NOISE SENSOR DEPLOYMENT

The proposed method to decide where to place noise sensors

consists of two major parts. One is to efficiently produce more

noise maps via GAN, and the other is to determine optimal

deployment for noise sensors from the produced noise maps.

A. Produce noise maps based on GAN

GAN was developed by Goodfellow et al. as a framework to

train a generative model by an adversarial process [18]. Recent

applications of GANs have shown that they can produce ex-

cellent image samples [19], [20]. A well-trained GAN enables

fast sampling from the learned distribution of images. That is,

if noise maps are treated as images, based on limited training

noise maps, GAN can produce a number of new noise maps

with the same distribution as the training ones. This makes it

an ideal method to generate a large number of noise maps.

The basic idea of GAN is to set up a game between two

players. One player named discriminator examines samples

and tries to distinguish the real samples from training dataset

from the synthetic ‘fake’ samples, which are noise maps here.

The other player named generator produces such ‘fake’ noise

maps to ‘fool’ the discriminator. The competition in the game

drives both players to improve their skills and finally become

experts on their own tasks.

Formally, the two players in the game are represented by

two functions: a discriminator network D and a generator

network G. Both functions are realized by deep neural net-

works and are differentiable with respect to their inputs and

parameters. As shown in Fig. 1, the generator network G maps

random variable z ∼ p(z) to data space x = G(z). The dis-

criminator network D assigns a probability p = D(x) ∈ [0, 1]
which represents the probability that x comes from the real

data rather than the generator’s distribution pg .

Fig. 1. Generative adversarial networks

The solution to this game is a Nash equilibrium where

each function reaches a local minimum of its loss function

with respect to its parameters. It has been proved that, given

both generator and discriminator have enough capability, the

only global optimum is pg = pdata, where pg is the implicit

probability distribution of the samples G(z) obtained when

z ∼ p(z) and pdata is the real probability distribution of data.
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Since the input for GAN is usually a set of images with

pixels ranging from 0 to 255, noise maps need slight trans-

formation before being fed to GAN. As mentioned in Section

II, there are M candidate nodes for a chip, thus a noise map

can be formulated as a 1×M vector of noise values. We can

take the noise values of every position as a pixel. In simulated

noise maps, each pixel varies in a small range from 0 to 0.3

with Volt as unit in our record. Therefore, to make the full use

of space provided by image domain, every element of noise

maps is scaled to the range from 0 to 255 as pixels. After

scaling, noise maps can be treated as images to be fed to GAN

directly. Accordingly, the threshold that should be recognized

as a voltage emergency can be defined by a proportion of the

maximum voltage, whose value is 255 after scaling, instead of

a concrete value based on experience in other works [4]. As a

result, the voltage threshold t = p×Max, where Max = 255
and p is the proportion selected.

Since the most critical problem of the original GAN con-

cept is the non-convergence, the deep convolution generative

adversarial network (DCGAN), an extension of GANs, makes

it more stable to train in most settings through utilizing several

tricks. Therefore, DCGAN instead of original GAN is adopted

in implementation of our experiments. After training process,

the generator network G of DCGAN should be able to produce

noise maps with the same distribution as the simulated noise

maps plus variation.

B. Efficient selection

To deploy on-chip noise sensors properly, we propose an

efficient algorithm based on the produced noise maps through

DCGAN, which is named as efficient selection (ES). It can

skip statistical noise analysis that is too complex to implement.

The key idea is to remove samples as long as they can be de-

tected by any existing noise sensor, since they cannot provide

further information for subsequent noise sensor placement.

Details of efficient selection are shown in Algorithm 1.

For inputs, noise map matrix Mq is a N × M matrix of

quantized produced noise maps. N is the number of noise

maps and M is the number of candidate nodes. What is

different from definitions in Section III-A is that every element

in Mq is quantized by threshold t so that if a voltage noise

value is beyond the threshold, it is quantized as 1; otherwise

it is 0. In addition, the number of noise sensors n to be placed

is the same as defined in Section II. As for output, Snoise is

a list containing selected positions to place noise sensors.

In Algorithm 1, sum(Mq) returns the result of summing

every element in Mq , while sum(Mq , axis=0) returns a vector

whose each element is the sum of every column of Mq .

Later on, max(sum c) returns the maximum value in sum c.

Mq.rows returns the number of rows remaining in matrix

Mq . When sum(Mq)==0 or Mq.rows==0, there is no noise

remaining in Mq or there is no more available noise map

to suggest any position for noise sensors. In addition, idx c

is the position where voltage emergency is most likely to

happen and it is added into Snoise through the operation

Snoise.append(idx c). After that, any noise map, that is, any

Algorithm 1 Efficient selection

Input: Quantized noise map matrix Mq .

Number of noise sensors n.

Output: Positions to place noise sensors Snoise.

for i = 1 to n do
if sum(Mq)==0 or Mq.rows==0 then

All noise covered!

return Snoise

end if
sum c = sum(Mq , axis=0)

max c = max(sum c)

idx c = column number where max c locates

Snoise.append(idx c)

//remove noise maps that can be detected

//by the sensor placed on idx c

remove any row r in Mq that r(idx c) = 1

end for
return Snoise

row r in Mq , is not able to provide more useful information

for deployment, if it gets 1 at the idx c position. Thus, such

rows corresponding to those samples are removed afterwards.

IV. EXPERIMENTAL RESULTS

The experiments are performed on an industrial design for

transient analysis. The simulation is conducted on PowerRush

[21]–[23], while the DCGAN implementation is based on [24].

Simulated noise maps are sequentially and randomly divided

into training set and test set. The training set is fed to DCGAN

to produce more noise maps, while the test set is used to

measure the miss rate of voltage emergency detection after

sensor placement.

The simulation to generate enough samples for Eagle-

Eye requires a long time and huge memory to complete, as

Eagle-Eye is not very suitable for large scale power grids.

Accordingly, in this paper we directly compare the proposed

approach with a new yet intuitive heuristic method. In the

heuristic method, the n-top positions with highest voltage

emergency occurrence frequency in the test set are selected.

The number n here is the same as the number of sensors to

be placed as mentioned in Algorithm 1.

Fig. 2 displays comparison between the efficient selection

based on GAN and the heuristic method based on training set

in terms of miss rate of voltage emergency detection versus

different number of noise sensors employed. In this figure, x-

axis corresponds to the number of noise sensors placed, and

y-axis is the corresponding miss rate of voltage emergency

detection. Since a chip cannot afford many noise sensors

because of overhead [4], in our experiments the number of

noise sensors is nine at most.

From Fig. 2, we can see that the efficient selection based

on GAN (the line named by ”ES based on GAN” in Fig. 2)

outperforms the heuristic method based on the training set,

which decreases the miss rate by 65.3% when the number
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of noise sensors is eight. This is because the trained GAN

provides additional samples following the same noise distri-

bution, allowing more accurate placement of the noise sensors.

There are some cases, however, where ES based GAN does

not show significant improvement over the heuristic, and this

is probably because the samples in the training set already

contain enough statistical information to guide the placement

of noise sensors, and adding additional samples from GAN

does not provide any further help.
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Fig. 2. Miss rate vs. the number of on-chip noise sensors
employed in different methods

V. CONCLUSIONS AND FUTURE WORK

The near-threshold computing paradigms have been used

widely, because of the relentless efforts towards power reduc-

tion of integrated circuits. It leads to the significantly reduced

noise margin, and it is no longer possible to fully assure power

integrity at design time. Therefore, designers have proposed

various runtime techniques to manage voltage emergencies

based on noise sensors on chips. There exist some related

works for placement of noise sensors, but they all exploited

the statistical modeling of noise. However, for large scale

power grids with a high dimensional space that requires a large

number of samples, it will take very long simulation time to get

enough samples. Thus, these works may not work anymore.

In this paper, a novel approach based on GAN is proposed,

which only requires a small number of samples. Experimental

results show that compared with the heuristic method which

takes in the same number of samples, our approach can reduce

the miss rate by up to 65.3% on an industrial design.
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