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Abstract—On the current computing platforms, the memory
wall between processor and memory has become the toughest
challenge for the traditional Von-Neumann computer architec-
ture. Computing-in-Memory (CIM) is taken as a promising
approach to solving the above bottleneck in computing systems.
In this paper, we propose a CIM platform with field-free spin-
orbit torque magnetic random access memory (SOT-MRAM).
The self-reference (SelfRef) method is designed to enhance
the read reliability and directly obtain logic results through
memory-like read operations without adding logic cells. Memory
read/write and logic operations, including NOT, AND/NAND and
OR/NOR, can be implemented in the same SOT-MRAM chip.
The speed and power penalties caused by SelfRef scheme are
acceptable thanks to the ultrafast switching of the SOT. The
read reliability and logic correctness of the proposed CIM are
demonstrated by hybrid simulation on a 40 nm technology node.

I. INTRODUCTION

As the CMOS technology node is shrinking continuously,
increasing leakage current is becoming a major miniatur-
ization bottleneck in CMOS memories [1]. Moreover, the
conventional Von-Neumann architecture, with memory and
computing units separated and interconnected via buses, is
faced with huge challenges, including the limitation of data
transfer bandwidth and the ever-increasing speed gap between
the processor and memory [2].

Recently, emerging non-volatile (NV) memories have been
carried out to design Computing-in-Memory (CIM) platforms
which provide the possibility of reducing the data movement
overhead and static power consumption [3]. Among them,
spin-transfer torque magnetic random access memory (STT-
MRAM) has been considered one of the most promising
candidates due to its long retention, nearly infinite endurance
and great CMOS compatibility [4]. Therefore, STT-MRAM
has received extensive attention in both academia and indus-
try [5]. However, STT-MRAM has serious disadvantages in
write speed, power consumption and reliability due to physical
shortcomings. To overcome the STT write bottlenecks, the
spin-orbit torque (SOT) has been investigated to offer a
superior write approach with short write latency and low write
power consumption [6]. Nonetheless, traditional SOT is unable
to induce deterministic data writing without an assisted STT
current or an external field. Recently, a new field-free SOT

mechanism was demonstrated to implement ultrafast write
operations independently [7], [8]. At the architecture level,
a number of CIM platforms based on STT-MRAM and SOT-
MRAM have been proposed [9]–[13]. By implementing com-
putation and storage operations simultaneously or providing
the processor with pre-computed results, the CIM platforms
can reduce the frequency of memory access and data transfer.
Most of the current MRAM based CIM designs implement
Boolean logic by modifying the peripheral circuits of the
memory to combine cells and adjust the reference circuit.

In this paper, we propose a CIM implementation based on
field-free SOT-MRAM. The characteristics of field-free SOT
allow us to achieve high-speed write operations and high-
reliability read operations through a self-reference (SelfRef)
scheme. By connecting three cells in parallel and then utilizing
the SelfRef read method, the logical operation can be directly
obtained. Besides, on the proposed CIM platform, memory
read/write and logic NOT, AND/NAND and OR/NOR can
be implemented by using basically identical operations. Such
logic implementation with operator stored in the cell is difficult
to be achieved for conventional STT-MRAM and SOT-MRAM
without complementary structures [10], [11].

The rest of this paper is organized as follows. Section II
briefly introduces the preliminaries of field-free SOT-MRAM.
In Section III, we present the SelfRef scheme and the CIM
paradigm. The simulation results are given in Section IV.
Finally, Section V concludes this paper.

II. FIELD-FREE SOT-MRAM

As shown in Fig. 1(a), the basic storage element of main-
stream SOT-MRAM is a perpendicular magnetic anisotropy
magnetic tunnel junction (p-MTJ) composed of two ferro-
magnetic layers, i.e., free layer (FL) and pinned layer (PL),
sandwiching an oxide tunnel barrier [4]. Each MTJ can exhibit
two stable resistivity states which represent data ‘0’ and ‘1’,
respectively. The resistance difference between P and AP
states affects the read performance, as measured by the tunnel
magnetoresistance (TMR) ratio, which can be calculated by
TMR = (RAP − RP)/RP [14].

Fig. 1(b) shows the device of SOT-MRAM with the heavy
metal (HM) strip under the FL. The current flowing through

978-1-7281-3320-1/20/$31.00 ©2020 IEEE

Authorized licensed use limited to: BEIHANG UNIVERSITY. Downloaded on February 21,2021 at 04:06:22 UTC from IEEE Xplore.  Restrictions apply. 



(a)

(b)

0 0.2 0.80.60.4 1
Time (ns)

1

0

-1
m

z

-0.5

0.5

λFL / λDL = 3

JSOT = 4×1011 A/m2

(c)

Heavy metal layer

Iwrite

Free layer

Tunnel barrier

Pinned layer

Parallel (P) State

Low Resistance

RP Data ‘0’

Anti-Parallel (AP) State

High Resistance

RAP Data ‘1’

Write ‘0’

Write ‘1’

Fig. 1. (a) Sandwich structure and resistance states of p-MTJ. (b) Structure
of three-terminal SOT-MRAM. (c) Simulation results of time-dependent z-
component magnetization (mz) for the field-free SOT mechanism.

the HM can generate an SOT for magnetization switching.
SOT-induced magnetization dynamics can be described by an
extended Landau-Lifshitz-Gilbert (LLG) equation:

∂m⃗
∂t

= −γµ0m⃗ × H⃗eff + αm⃗ × ∂m⃗
∂t

+ τ⃗DL + τ⃗FL

τ⃗DL = −λDLJSOTξm⃗ × (m⃗ × σ⃗)

τ⃗FL = −λFLJSOTξm⃗ × σ⃗

(1)

where m⃗ and σ⃗ are the unit vectors of FL magnetization and
SOT-induced spin polarization, respectively. H⃗eff is the sum of
effective magnetic fields, γ is the gyromagnetic ratio, µ0 is the
vacuum permeability, and α is the Gilbert damping constant.
λDL and λFL represent the strengths of the damping-like
and field-like torques, respectively. JSOT is the SOT current
density, and ξ is a device-dependent parameter.

Since the effective torques of SOT are orthogonal to the
anisotropy axis (m⃗ × σ⃗ ≫ 0) for p-MTJ, the SOT mechanism
can eliminate the incubation delay of the STT to achieve ultra-
fast switching, but cannot implement deterministic switching
independently. A new SOT mechanism dominated by stronger
field-like torque was recently demonstrated to implement the
ultrafast field-free switching of MTJ [15]. Take λFL/λDL = 3
for example, the magnetization of FL is always switched to the
opposite state at sub-nanosecond speed once an SOT current
with appropriate amplitude is applied as shown in Fig. 1(c). It
should be noted that the SOT write operation is independent of
the current polarity and the write operation inevitably changes
the data. Therefore, the actual implementation of the associ-
ated SOT-MRAM requires a read-before-write operation [7].

III. FIELD-FREE SOT-MRAM BASED CIM

A. Read and write

In this paper, we propose a CIM platform based on the
above-mentioned field-free SOT-MRAM and a novel read
scheme. The detailed read circuits are illustrated in Fig. 2, two
sampling capacitors C0 and C1 are used to store the sensing
voltage signals under the control of switches S0 and S1. The
read operations are described as follows:
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Fig. 2. (a) Read/write schemes for the proposed CIM platform. (b) Schematic
of the used sense amplifier.

Step-1: The RWL and WWL are activated to select a bit cell
and then the reading current Iread generated from RBL flows
through the selected cell, producing a corresponding voltage
signal. At the same time, S0 is turned on so that C0 can sample
and store the voltage signal, which is treated as Vdata, then
S0 and RWL are turned off in sequence.

Step-2: The WWL remains active and then a unidirectional
write current pulse Iwrite generated from WBL is applied to the
selected cell. Under the effect of field-free SOT, the resistance
of MTJ transfers from RP to RAP or from RAP to RP.

Step-3: A similar approach as step-1 is performed, and the
difference is that S1 is turned on so that the voltage signal can
be sampled and stored by C1, which is recorded as Vdata#.
QE is set high to release the pull-up voltage which will be
used in the next step.

Step-4: DE is activated and then the Vdata stored in C0 and
Vdata# in C1 are synchronized to the sensing amplifier (SA).
Then DE is turned off while SAE is activated so that data in
MTJ can be read out in OUT by comparing Vdata with Vdata#
while OUT# can be considered as NOT logic.

Step-5: The data stored in MTJ has been changed in step-2,
thus we have to repeat step-2 in order to rewrite the MTJ back
to its original state.

Due to the destructive write mechanism, the field-free SOT-
MRAM requires a read-before-write operation to determine
whether a subsequent write operation is necessary. In the
proposed structure, the write operation does not need to be
performed after completing a full five-steps read operation.
If the read data in step-4 is the opposite of write data,
the writing process will end directly, otherwise step-5 will
continue. Therefore, the write operation can be completed in
four or five steps.

B. AND and OR

The core method of performing bitwise logic operations in
SOT-MRAM is to generate and differentiate multiple resistors
combinations. As shown in Fig. 3, the proposed CIM platform
extends the states of the resistors through connecting three
resistors in parallel similar to [10], [11], one of which is
used to determine the type of operation. When performing
bitwise logic operations between the second and third rows,
the corresponding R(W)WL[0], R(W)WL[1] and R(W)WL[2]
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Fig. 3. Schematic of the proposed CIM paradigm for bitwise logic operations.

TABLE I
TRUTH TABLE FOR THE PROPOSED CIM IMPLEMENTATION

Logic Cell0 Cell1 Cell2 OUT

AND

0 (P↔AP) 0 (P↔AP) 0 (P↔AP) 0
0 (P↔AP) 0 (P↔AP) 1 (AP↔P) 0
0 (P↔AP) 1 (AP↔P) 0 (P↔AP) 0
0 (P↔AP) 1 (AP↔P) 1 (AP↔P) 1

OR

1 (AP↔P) 0 (P↔AP) 0 (P↔AP) 0
1 (AP↔P) 0 (P↔AP) 1 (AP↔P) 1
1 (AP↔P) 1 (AP↔P) 0 (P↔AP) 1
1 (AP↔P) 1 (AP↔P) 1 (AP↔P) 1

should be activated for parallelizing Cell0, Cell1 and Cell2,
then the logic operations can be implemented by comparing
RCell0∥RCell1∥RCell2 and RCell0#∥RCell1#∥RCell2# using the
above read scheme. Specifically, as shown in Table I, if the
data in Cell0 is ‘1’, OUT is the bitwise OR of the data in
Cell1 and Cell2. Conversely, if the data in Cell0 is ‘0’, OUT
is the bitwise AND of the data in Cell1 and Cell2. OUT# can
be considered as NOR/NAND logic as above.

In this paper, decoders for activating one R(W)WL in
access operations are enhanced to activate three R(W)WLs
simultaneously during logic operations. In addition, the read
and write drivers have also been improved to provide a large
enough current to switch three MTJs in step-2 and 5, as well as
to obtain an effective read voltage in parallel during step-1 and
3. It can be seen that the proposed CIM can realize switchable
memory and logic modes by only modifying the peripheral
circuits. Read/write and logic operations are performed using
identical operation steps and latency, which facilitates the top-
level timing optimization.

IV. SIMULATION

To validate the effectiveness of the proposed CIM platform,
we performed extensive simulations using the Cadence Specter
with a 40 nm CMOS design kit and a PMA SOT-MTJ compact

TABLE II
DEVICE PARAMETERS USED IN OUR SIMULATIONS

Parameter Value

MTJ area 40 nm×40 nm×π/4
HM dimension 40 nm×60 nm×2 nm

Saturation magnetization 1×106 A/m
Effective anisotropy 1.33×105 A/m

Spin Hall angle 0.3
Gilbert damping constant 0.1

Thickness of MgO Barrier (tOX) 0.85 nm
TMR 120%

Thickness of FL (tFL) 1 nm
Resistance-area product 10 Ω · µm2

Resistivity of HM 200 µΩ·cm
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Fig. 4. Transient simulation waveforms of the SelfRef read operation.

model [16]. Table II lists the key simulation parameters of the
MTJ and we consider the TMR, tFL and tOX with 3σ and 1%
variations for verifying the reliability of the read scheme.

Fig. 4 shows the transient simulation waveforms of the Self-
Ref read operation. Thanks to the field-free-SOT writing, each
step is achieved within sub-nanoseconds and write current
is also greatly reduced. Fig. 5 shows the resistance margins
(RMs) of the proposed scheme compared to the SOT-MRAM
with RREF = (RAP + RP)/2 as the reference (HalfRef) and
complementary reference (ComRef) [6]. The ideal RM of our
design is almost twice as large as that of HalfRef and 1000
Monte Carlo simulations performed on the above three read
schemes illustrate that ComRef and SelfRef have no error
while the error rate of HalfRef is 5.1%. Since the deviation
direction for RP and RAP in SelfRef scheme is consistent,
even the RM in extreme conditions is close to the ideal.
Therefore, the proposed SelfRef can reveal higher reliability
than ComRef under more serious process variation. Table III
demonstrates more access performance results compared to
mainstream cell structures. The proposed design achieves high
read reliability at the cost of acceptable latency and power
consumption without increasing the area.

Fig. 6 describes the transient simulation waveforms of the
proposed CIM implementation and initial data in Cell0,1,2 are
all set to ‘0’. Fig. 6(a) and (b) show that Cell1,2 are constantly
written different data to verify all logic operation functions.
As shown in Fig. 6(c) and (d), the data in Cell0 is written
as ‘0’, and all bitwise AND/NAND operations are performed.

Authorized licensed use limited to: BEIHANG UNIVERSITY. Downloaded on February 21,2021 at 04:06:22 UTC from IEEE Xplore.  Restrictions apply. 



6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0

10

20

30

40

50

60

70
Ideal RM for RP-RREF Ideal RM for RREF-RAP

Extreme RM

for RP-RREF

Extreme RM

for RREF-RAP

Resistance (KΩ)

N
u

m
b

e
r

Extreme RM for the proposed read scheme

RP  7.82KΩ RREF  12.52KΩ RAP  17.17KΩ

Extreme RM for ComRef

Ideal RM for RP-RAP

Fig. 5. The resistance margins (RMs) of RP, RREF and RAP.

TABLE III
ACCESS PERFORMANCE AT DIFFERENT STRUCTURES.

MRAM tpye STT STT SOT SOT Proposed
Read schemea HalfRef ComRef HalfRef ComRef SelfRef

Unit areab 1T 2T 2T 4T 2T
Write latency (ns) 4.94 4.94 0.55 0.55 2.5
Write energy (fJ) 503.1 1006 34.18 67.68 48.97
Read latency (ns) 1 1 1 1 2.5
Read energy (fJ) 20.72 19.13 20.69 19.92 52.73
Error rate 4.7% 0% 5.1% 0% 0%

aRead performance simulations are performed by the same read circuit.
bT represents transistor, and nT means n transistor(s) per bit.

-1

1

-1

1

0

1.1

mz

mz

V(V)

V(V)

Time (ns)
0 2.5 5 7.5 10 12.5 15 2017.5

(a)

(b)

(c)

(d)

0|0 1|0 1|1 0|1

Logic Write Logic Write Logic Write Logic

0→1→0→1 1→0→1 1→0→1→0 0→1→0

0→1→0 0→1→0→1 1→0→1 1→0→1

-1

1

0

1.1

-1

1

mz

mz(e)

(f)

Write

0 →1→0→1→0 0→1→0 0→1→0 0→1→0

0 →1 1→0→1 1→0→1 1→0→1 1→0→1

Steady State Transition state

AND

NAND

OR

NOR

21

0&0 1&0 1&1 0&1

Cell1

Cell2

Cell0

Cell0

Fig. 6. Transient waveforms of the logic operations performed on the
proposed CIM platform.

Fig. 6(e) and (f) depicts all bitwise OR/NOR operations when
the data in Cell0 is written as ‘1’. The output results are
consistent with Table I, which verifies the correctness of
the proposed CIM. Compared with the ComRef STT-MRAM
based CIM [10], [11], our design has an advantage on write
performance without using more transistors.

V. CONCLUSION

In this paper, we present a CIM platform using field-free
SOT mechanism and SelfRef read scheme. Compared to the
HalfRef and ComRef solutions, our novel read circuit is less
affected by process variations. The proposed CIM platform
performs bitwise logic operations by utilizing peripheral cir-
cuitry embedded in memory, without adding any processing
units. Circuit-level simulation results show that the proposed
read scheme improves the read reliability at an acceptable
cost, and the proposed CIM platform implements fast logic
operations, including NOT, AND/NAND, and OR/NOR. By

addressing memory wall issues, our proposed design can
provide powerful help for big data applications.
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