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As the speed gap of the modern processor and the off-chip
main memory enlarges, on-chip cache capacity increases to
sustain the performance scaling. As a result, the cache
power occupies a large portion of the total power budget.
STT-MRAM (Spin Transfer Torque Magnetic Memory) is
proposed as a promising solution for the low power cache
design due to its high integration density and ultra-low leak-
age. Nevertheless, the high write power and latency of STT-
MRAM become new barriers for the commercialization of
this emerging technology. In this paper, we investigate the
thermal effect on the access performance of STT-MRAM
and observe that the temperature can affect the write de-
lay and energy significantly. Then, we explore the NUCA
(Non-Uniform Cache Access) design of the CMPs (Chip-
Multi-Processors)with STT-MRAM based LLC (Last Lev-
el Cache). A thermal aware data migration policy, called
“Thermosiphon”, which takes advantage of the thermal prop-
erty of STT-MRAM, is proposed to reduce the LLC write
energy. This policy splits the LLC into different regions
based on the thermal distribution and adaptively migrate
write intensive data considering the temperature gradient
among different thermal regions. Compared to the conven-
tional NUCA design, our proposed design can save 22.5%
write energy with negligible hardware overhead.

Memory bandwidth instead of CPU processing speed has
become a severe bottleneck of modern computing system-
s for further performance scaling, especially when entering
into the many core era [12]. As a result, a large shared
last level cache is beneficial and thought indispensable to
overcome the “memory wall” issue. For example, the Intel
Xeon-Phi deploys as large as 30MB on-chip L2 cache [2].
It is expected that more cache will be integrated on-chip

as core count and working sets of applications continuously
increase. Therefore, on-chip cache organization and inter-
connection are vital to sustain high memory bandwidth and
reasonable access latency.
However, the growing array size increases the worst-case

load of bitlines/wordlines and deteriorates the cache perfor-
mance in the uniform access designs. Organizing on-chip
cache, especially LLC cache, into many banks and connect-
ing them with NoCs (Network-on-Chips) is an effective way
to improve performance of multi-core and many-core proces-
sors [15]. Different from conventional UCA (Uniform Cache
Access) architecture, LLCs of CMPs are commonly designed
with NUCA architecture, which can be classified as S-NUCA
(Static NUCA) and D-NUCA(Dynamic NUCA) [5].
In addition, the growing cache capacity makes convention-

al SRAM based cache suffer from the severe leakage power in
the deep sub-micron regime [24]. To deal with this problem,
several emerging non-volatile memory (NVM) technologies,
such as PCRAM [18], ReRAM [17], and STT-MRAM [4],
are proposed as alternatives to conventional SRAM for the
future memory design. Among them, STT-MRAM has fast
access speed, high endurance and process compatibility with
CMOS technology, and has become a competitive candidate
for LLC design [11]. Since STT-MRAM write operation is a
time and energy consuming procedure, many techniques are
proposed to reduce the write energy [16].
Besides all these well-known advantages of STT-MRAM,

we also found that their thermal characteristics are worth
studying and exploitable for energy-efficient cache opera-
tion, which seldomly be addressed in prior literatures. As a
common concern, a surge in the power consumption makes
the thermal issue a challenging problem for multi-core or
many-core processor design. The induced high temperature
and severe thermal gradient threaten the chip reliability and
aggravates leakage power significantly. Unfortunately, the
thermal issue is either completely ignored in the tradition-
al SRAM-based NUCA design or taken as an undesirable
characteristic that sometimes necessitates the power-gating
of active cache banks for data integrity gurantee. However,
compared to its SRAM counterpart that rejects high temper-
ature, STT-MRAM has a unique thermal property: with the
temperature rising, the write latency and energy decrease
significantly. According to our analysis, the on-chip temper-
ature non-uniformity in common multi-core processors are
able to cause sufficiently large operation performance/power
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gradient among the STT-MRAM cells in different regions of
the chip. Noting that the write operation of STT-MRAM
is a energy hungry and time-consuming process, the ther-
mal property of STT-MRAM and the on-chip temperature
non-uniformity provide us an opportunity to improve STT-
MRAM cache energy efficiency.
In this paper, we propose a novel thermal-aware NU-

CA design for the STT-MRAM based LLC, which is called
“Thermosiphon”1 While traditional NUCA exploits the non-
uniformity in the access latency of distributed cache banks
for performance gains, the proposed “Thermosiphon” archi-
tecture benefits from the spatial variation of STT-MRAM
performance/power caused by the increasing temperature
gradient. Due to the thermal awareness feature, it is ex-
pected to bring about two direct benefits. First of all, de-
pending on the thermal distribution on-chip, the multi-bank
Thermosiphon LLC are dynamically partitioned into the hot
region and the cool region, and the cache banks in differ-
ent thermal regions can self-adjust their write pulses ap-
propriately instead of conforming to the worst-case write
pulse setting, so that the average write performance and ef-
ficiency can be improved. In addition, with a thermal-aware
data migration policy, Thermosiphon can actively herd the
cache blocks that favor the high temperature to the location-
s where they can have better write performance/efficiency.
As a result, we could improve the write latency and ener-
gy of STT-MRAM LLC without degrading the performance
significantly. Our main contributions are as follows,

- We classify STT-MRAM LLC into different regions
based on the thermal distribution on-chip, and each
region has different write latency and energy in order
to improve the write energy efficiency. To the best of
our knowledge, it is the first work to exploit the on-
chip thermal gradient to optimize STT-MRAM based
LLC write energy efficiency.

- To effectively take advantage of the thermal proper-
ty of STT-MRAM LLC, we propose a novel thermal
aware NUCA design. Different data migration policies
are adopted in different thermal regions so that most
of the write operations can benefit from the perfor-
mance improvement and energy reduction brought by
high temperature without hurting the spatial locality
in NUCA cache.

- The experimental results show that “Thermosiphon”
can reduce the write energy by 22.5% on average com-
pared to the conventional NUCA architecture design.
Additionally, the performance can also be improved s-
lightly due to the reduction of data swappings induced
by data migration.

The rest of the paper is organized as follows. Section 2
presents the preliminaries of STT-MRAM and NUCA de-
sign. Section 3 describes the motivation of our work by
examining the unbalanced thermal distribution on-chip and
the thermal behavior of STT-MRAM access operation. Sec-
tion 4 details the proposed thermal aware NUCA design and
investigates the design tradeoffs. The experimental results

1The design is named after a natural phenomenon “Ther-
mosiphon” since our proposed NUCA design tries to pro-
mote the write intensive data from one region to another
region, much like the fluid flowing with the thermosiphon
effect

P to AP

AP to P

Iswitch

Iswitch

Bit Line

Word Line

Source Line

Free Layer

Pinned Layer

Tunnel Barrier

Figure 1: 1T1MTJ STT-MRAM cell structure.

are given in Section 5. Section 6 introduces the related work,
and Section 7 concludes the paper.

The UCA structure, until very recently, is commonly adopt-
ed for on-chip cache design. It assumes that the delay of
cache access is uniform which is determined by the delay to
access the furthest bank. However, as the cache capacity
increases, UCA induced cache access latency degrades cache
performance dramatically and the NUCA (Non-Uniform Cache
Architecture) is proposed to improve the cache performance [5].
In S-NUCA design, the data block position is fixed using
some static address mapping scheme. In D-NUCA design,
the data block can migrate from one bank to another bank
within the same bankset. Therefore, D-NUCA can make
sure that cores have quick accesses to the frequently used
blocks and be more adaptive to memory behavior fluctu-
ation compared to S-NUCA. Therefore, we target the D-
NUCA based LLC design in the paper.

STT-MRAM is one of the most promising candidates for
the next generation memory technology because of its u-
nique properties like fast access speed, extremely low stand-
by power, high integration density, etc. [10]. Fig. 1 illus-
trates the commonly used cell structure consisting of 1 tran-
sistor(T) and 1 Magnetic Tunnel Junction(MTJ). MTJ is
the data storage device in the memory cell. It is a sandwich-
like structure with two ferromagnetic layers and one barrier
in between. The MTJ can have different resistance value
depending on its magnetization, which can be used to store
data. In this work, we focus on the perpendicular MTJ(P-
MTJ) since it has better scalability than its in-plane coun-
terpart [25].
During the write operation, word line is enabled and a

write voltage is applied between bit line and source line to
generate the switching current to flip the MTJ state. Ac-
cording to the polarity of the switching current, a ‘0’ or ‘1’
can be written. As for the read operation, word line is en-
abled, and a read voltage is applied between bit line and
source line. The MTJ state can be sensed by comparing
sense currents flowing through the data cell and the refer-
ence cell. Then, a ‘0’ or ‘1’ can be read out by the sense
amplifier.
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Figure 2: 1T1MTJ cell read/write latencies and en-
ergy consumptions under different temperatures.

As we have mentioned, with the chip power density in-
creasing, on-chip temperature and thermal gradient elevate
rapidly. It is necessary to investigate the thermal impact on
STT-MRAM when concering both write performance im-
provement and energy efficiency. As temperature rises, the
transistor driving current reduces due to degraded carrier
mobility. Meanwhile, temperature can affect MTJ’s switch-
ing probability, which can be expressed as the following for-
mula [7]:

P = 1− e−
tp

τ (1)

where P is the switching probability of MTJ. tp is the du-
ration of the write voltage pulse. τ is computed as follows:

τ = τ0e
Δ(1− V

Vc0
)

(2)

where τ0 is the thermal attempt time at 0K, V is the magni-
tude of the applied voltage pulse, Vc0 is the critical switching
voltage of MTJ, and Δ is the energy barrier of MTJ which
can be calculated with the formula [1]:

Δ =
HKMS

kBT
Vol (3)

Where Vol is the MTJ volume, Ms is the saturation mag-
netization, kB is the Boltzmann constant and T is the tem-
perature. Formula (3) indicates that the thermal stability of
MTJ decreases when temperature increases. In other words,
it is easier to switch MTJ in higher temperature.
Based on the MTJ thermal model from [3], we can obtain

the read/write latencies and energy consumptions under d-
ifferent temperatures with circuit simulations. As shown in
Fig. 2, it indicates that the write energy and latency de-
crease rapidly as temperature increases. The write energy
reduces from 4.3pJ at 0℃ to 3.1pJ at 100℃ (reduced by
27.9%), and the write latency reduces from 9.4ns at 0℃ to
6.5ns at 100℃. Compared to the thermal effect on the write
operation, temperature has negligible impact on the read op-
eration. This thermal property provides us an opportunity
to optimize the write energy of STT-MRAM.

As mentioned above, the continuous increasing of inte-
gration density on-chip escalates the “power wall” problem.
The thermal issue is becoming an imminent challenge for
the multi-processor design [19]. Moreover, when different
tasks run on the CMP, the striking differences among run-
ning tasks result in significant thermal gradient across the
whole chip.

310K

332K

Core

Core

Core

Core

Core

Core

Core

Core

L
L

C

Queue,Uncore, I/O

Figure 3: The thermal map of eight-core Intel
Haswell architecture.

To illustrate this point, we perform thermal simulations
for a CMP platform similar to Intel Haswell architecture [19]
(refer to Section 5 for the thermal simulation setup.) and
plot the thermal map in Fig. 3 when all eight cores running
at the peak power. We can observe that the peak tem-
perature on-chip can exceed 59℃ while the temperature is
roughly the ambient temperature (27℃ in the paper)when
all cores are idle. Therefore, the thermal gradient can exceed
30℃, which coinciding with the measurement from [6]. Due
to the horizontal thermal propagation, severe thermal gradi-
ent can also be observed within the LLC region. Normally,
the aggravating working temperature and thermal gradient
are undesirable for SRAM-based cache as they can increase
the leakage power and threaten the chip reliability. Howev-
er, considering the thermal property of STT-MRAM write
operation investigated in the above section, we can take ad-
vantage of the thermal gradient on-chip to reduce the write
latency and energy of LLC.

First, we use an example to illustrate the commonly used
data migration policy in existing D-NUCA architectures. As
shown in Fig. 4(a), the CMP is assumed to have 8 cores with
private SRAM L1 cache and shared STT-MRAM based L2
cache. The architecture is similar to Intel Haswell architec-
ture. The large L2 cache, which acts as the LLC, is split into
64 banks and is implemented with STT-MRAM technology
to reduce the leakage power. The cache banks are intercon-
nected with a mesh NoC. 8 banks in a half-row constitute a
bankset. After the block is firstly loaded into the initial en-
try according to the insertion policy, the data block can be
migrated in the same bankset with a specific data migration
policy [8].
Fig. 4(b) illustrates a widely used D-NUCA data migra-

tion policy, called “gradual promotion” [8]. For example, if a
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Figure 4: (a) An example of the NUCA architecture to illustrate data migration policies. (b) The “gradual
promotion” policy [8]. (c)The data migration policy of “Thermosiphon” design.
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data block in bank 8 is accessed, it will migrate towards the
requesting core by one step within the bankset (i.e., migrate
to bank 7). Consequently, the frequently accessed data may
migrate to the neighborhood of the requesting core gradual-
ly. Each migration incurs one data swapping and associated
write operations. In the paper, we adopt the “gradual pro-
motion” as our baseline.

The working mechanism of the proposed NUCA design is
illustrated in Fig. 5. In order to take advantage of the ther-
mal gradient within the LLC, we can split it into different
regions based on the temperature distribution. The thermal
distribution information can be collected by thermal sen-
sors embedded on-chip or through temperature prediction
techniques widely used for dynamic thermal management
(DTM) as shown in Fig 5. In the DTM module, there is
a lookup table which stores the write pulse width and la-
tency settings under different temperatures, which can be
pre-characterized by prototype measurement. During the
application running, the thermal information is fed to DTM
and the DTM will search the lookup table to find the appro-

priate write pulse configuration for the cache bank in LLC.
The LLC temperature information and the corresponding
write pulse setting are then input to the cache controller.
The controller can control the write operation and data mi-
gration based on the thermal information. Note that the
number of entries in the lookup table determines the num-
ber of the write pulse tunning levels. Increasing the tuning
levels complicates the bank controller and the write driver
design. Therefore, we only consider to divide each bankset
into two thermal regions, i.e., the hot region and the cool
region. The worst-case write pulse is used in the cool region,
and a shorter write pulse is used in the hot region accord-
ing to the settings in the lookup table. The detailed write
pulse tuning circuit design has been investigated in many
literatures like [23], and is out of the scope of this paper.

Through the thermal region partitioning, we expect that
data blocks migrated into the hot region can obtain the
write performance and energy benefits. Unfortunately, if
we use the conventional “gradual promotion”policy directly,
the thermal benefit we can reap may be very limited. The
reason is analyzed as follows. Normally, the data read fre-
quency is much higher than the write frequency. Moreover,
since the read performance largely determines the cache ac-
cess performance, it should be responded with a higher pri-
ority. As a result, the read intensive data may occupy banks
in the hot region most of the time since hot banks usually
locate in the neighborhood of active cores. Few write in-
tensive data can have the opportunity to migrate into the
hot region. Moreover, a data migration occurs in each cache
access because the newly accessed data will migrate towards
the requesting core by one step each time except that the
cache block has already located in the nearest bank to the
core. The migration introduces extra write overhead. To
deal with these problems, it is necessary to propose a nov-
el thermal-aware NUCA design to make more write opera-
tions benefit from the thermal gradient without degrading
the read performance negatively.
To explore the tradeoff involved in the thermal-aware NU-

CA design, we consider two extremes firstly. Considering the
performance optimization, one extreme is always promoting
the touched data block to migrate towards the requesting
core. It results in read intensive data clustering in the neigh-
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Figure 6: (a) The access counter and the ratio
counter in the cache block. (b) The illustration of
data migration in the cool region.

borhood of the core. The write operations will mostly hap-
pen in the cool region resulting higher write energy and la-
tency. From the write energy reduction perspective, another
extreme is to migrate the data block being written towards
the requesting core with higher priority. Therefore, we can
reap more thermal benefits by clustering the write-intensive
data in the hot region. However, the read performance may
degrade dramatically in this case. Thus, there is a trade-
off between the two extremes for performance and energy
optimizations. Our proposed thermal aware NUCA design
explores to obtain the sweet point by adopting different data
migration policies in different thermal regions.
In the hot region, to optimize the cache performance, read

intensive data should be placed as near to the core as pos-
sible. For example, block 1 may be occupied by the read
intensive data with a high possibility. Since the write la-
tency and energy are roughly the same in the same thermal
region2, the write intensive block can still reap the thermal
benefit without residing in block 1 as long as locates in the
hot region (i.e., the light gray region in Fig. 4(a)). With the
above analysis, we adopt the “gradual promotion” policy in
the hot region to obtain better cache performance.
In the cool region, we propose a counter based data mi-

gration policy to promote the write intensive data towards
the hot region with a higher probability. Each cache block
has two counters, i.e., the access counter and the read/write
ratio counter as shown in Fig 6(a). The former one indicates
the access history of the cache block. Meanwhile, to elevate
the possibility of the write intensive data to be migrated in-
to the hot region, the the ratio counter is used to adjust the
weight between a read and a write operation. For example,
if the ratio counter is 3 bits, the counter will increase by 1
for each read access. If the counter overflows, it will increase
the access counter by 1. On the other hand, the write access

2Note that although the write pulse width and amplitude
are the same for the banks in the same thermal region, they
are not exactly the same due to interconnect delay when
accessing different banks. We have taken this point into
account in the experiments of Section 5.

to the block will increase the access counter by 1 directly.
Therefore, the net effect of the ratio counter is to set the pri-
ority of data migration for the write intensive data over the
read intensive data. A higher ratio implies that the write
intensive blocks have a higher probability to be migrated
to the hot region. A side effect of the proposed policy is
that data migration may not always incur the data swap-
ping as long as the access counter does not change. Then,
the write overhead induced by data migration can also be
reduced accordingly.
With the access counter and the ratio counter, cache ac-

cess in the cool region can be classified as the border bank
access and the non-boundary bank access. The boundary
bank is the nearest bank in the cool region to the hot re-
gion within the same bankset. For instance, bank 5 is a
boundary bank in Fig. 6(b). As for the cache access in the
non-boundary bank (case 1© in Fig. 6(b)), the cache con-
troller will read the access counter in the cache block, and
compare it with the previous cache blocks3. The block will
be migrated to the position next to the block, whose access
counter value is larger than that of the block being accessed.
For example, if an access hits bank 7 and the access counter
value of the data block becomes 10, the block in bank 7 will
swap with the block in bank 6. For the boundary block hit,
the cache controller will try to find whether that block is
just evicted from the hot-region or not. In the former case,
the cache controller will make the data migration similar to
the non-boundary block access (case 2© in Fig. 6). If the
boundary block is just evicted out from the hot region, the
boundary block will migrate by one additional step, which
locates in front of the bank in the boundary of the thermal
region (case 3©). The reason is that if the boundary block
being considered migrates into the last position in the hot
region (i.e., bank 4), it will evict the original block in that
position, which may be just migrated into the hot region as
well. By migrating towards the core one step further (i.e.,
migrate to bank 3), the undesirable ping-pong effect can be
eliminated.
The access counter and the ratio counter need to be reset

in two cases. First, when one of the access counters over-
flows, the access counter of each block will be reset, which
is similar to the “pseudo-LRU” cache replacement counter.
This policy is to keep the leading-edge block in the bound-
ary position as the next migration candidate. Meanwhile, it
gives the chance to other blocks to be migrated into the hot
region. Second, when a new block is loaded into the LLC, all
the block counters will be reset. Since the new block has the
higher possibility to be visited again, the reseting can make
the new block be migrated to the boundary block directly if
the block is reused.

To validate the effectiveness of the proposed NUCA de-
sign in terms of write power and performance, we perform
extensive simulations described as follows.

The CMP architecture used in our simulation consists of
8 Alpha 21264 cores as shown in Fig. 4(a). Each core has 32

3The previous blocks locate in the banks nearer to the hot
region and reside in the same bankset with the block being
accessed.
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Table 1: The CMP architecture configurations

Processor 8-core @ 3.3 GHz, out-of-order, alpha
L1-Cache I-cache 32KByte 8-way set associative

D-cache 32KByte 8-way set associative
L2-Cache 16 MByte, 8-way set associative, shared

MOESI cache coherence protocol
Main Memory 4 GByte DDR3 DRAM

Crafty, Galgel, Equake, Lucas
SPEC2000 Applu, Mesa, Mgrid, Fma3d

Swim, Ammp, Apsi, Art
Bzip2, Gzip, Gcc, crafty, Gap
Vortex, Twolf, Vpr, Mgrid

KB private instruction and data cache respectively. The L2
cache is shared by all cores. The L2 cache banks are inter-
connected with a mesh NoC.We assume one cycle/hop of the
interconnect delay. The detailed architectural setting is tab-
ulated in Table 1. We extended the gem5 simulator [13] to
model the proposed NUCA architecture. The “gradual pro-
motion” is used as the baseline in our simulations. Another
thermal aware NUCA design denoted as “T-NUCA”, adopt-
s “gradual promotion” policy in both hot and cool regions,
but uses different write pulse settings in different thermal
regions. These two scheme are used for comparisons in our
experiments.
In order to obtain the thermal distribution of the CMP,

we extracted the floorplan and power consumption informa-
tion of the Intel Haswell processor which is very similar to
our simulation target. Hotspot [19] is used for the thermal
simulation. Based on the thermal simulation results, we as-
sume that the temperature difference of the hot and the cool
region is 30℃.

Table 2: MTJ parameters used in our simulations
Symbol Value
diameter 40nm
Magnetic anisotropy 5× 105A/m
Magnetic damping constant 0.03
Saturation magnetization 3.68 × 103A/m
Oxide barrier thickness 0.85nm
Free layer thickness 33.55nm
Gyromagnetic ratio 1.76 × 107rad/(s · T )

The write energy and latency of L2 STT-MRAM cache
are obtained by NVSim [21]. The L2 cache is 16MB, and
the bank capacity is 256KB. The cell read/write energy and
latency are obtained from the HSPICE simulations on the
40nm perpendicular STT-MRAM technology using the mod-
el developed in [3]. The MTJ parameters are shown in Ta-
ble. 2.
SPEC2000 benchmark suite is used in the simulations.

We construct 4 combinations of these benchmarks for eval-
uations as shown in Table. 3. Each group contains 8 bench-
marks. We ran one instance of these workloads per core to
simulate the multi-programmed case. 2 million instructions
is fast-forwarded to warm up the cache and then ten million
instructions are executed to generate the simulation statis-
tics. The L2-cache access statistics acquired from gem5 are

Table 3: The benchmark groups constructed from
the SPEC2000 benchmark suite

Group Benchmark
int Gzip, GCC, Crafty, Bzip2

Gap, Vortex, Vpr, Twolf
float Ammp, Swim, Applu, Mesa

Mgrid, Art, Apsi, Fma3d
Hybrid-1 Swim, Ammp, Applu, Mesa

Gap, Vortex, Vpr, Twolf
Hybrid-2 Mgrid, Art, Apsi, Fma3d

Gzip, GCC, Crafty, Bzip2

used to estimate the overall write energy consumption in-
cluding the write operations caused by normal write accesses
and data migrations.
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Figure 7: IPC comparisons of three different NU-
CA designs: the “gradual promotion” NUCA, “T-
NUCA” and “Thermosiphon”.

The IPC performance comparisons are plot in Fig. 7. The
results are normalized to the baseline, i.e.,“gradual promo-
tion” policy. As shown in Fig. 7(a), the left bars denote the
IPC values of eight cores, and the rightmost bar represents
the geometric mean of the measurements. Among the three
NUCA designs, “Thermosiphon” performs the best in terms
of IPC. On average,“T-NUCA” scheme can improve 5.8%
compared to the baseline when running the hybrid-1 bench-
mark combination.“Thermosiphon” can obtain 7% improve-
ment compared to the baseline. As for the hybrid-2 bench-
mark group, “T-NUCA” can improve the IPC by 2.5%, and
“Thermosiphon” can improve 3.9% IPC performance com-
pared to the baseline. The reason is that “Thermosiphon”
can provide more opportunities for the write intensive data
block in the cool region to be migrated in the hot region.
Therefore, the write latency can be reduced accordingly.
Meanwhile, the read performance will degrade significant-
ly since the “gradual promotion” policy is adopted in the
hot region. Moreover, the ratio counter also reduces the da-
ta swapping as mentioned before, which also contributes to
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Figure 8: Write energy comparisons of three NUCA
designs considered in the paper.
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Figure 9: The comparisons of the write energy con-
sumed in the hot region. It implies that more write
operations occurring in the hot region for “Ther-
mosiphon”.

the write performance improvement. As for the other two
benchmark groups, we obtain the similar results which are
omitted due to the lack of space.

The write energy comparisons of three NUCA designs are
presented in Fig. 8. The results are normalized to the base-
line. As shown in the figure, ”Thermosiphon” performs the
best in terms of the write energy consumption. It can save
22.5% write energy on average while “T-NUCA” can reduce
write energy by 5.7% compared to the baseline. The reason
is that “Thermosiphon” can make a write intensive block to
be migrated into the hot region with the higher probabili-
ty. Considering the “T-NUCA” scheme, although the write
operation in the hot region can obtain the thermal benefit,
the energy reduction is limited because read intensive blocks
will occupy the hot region most of the time.
To validate the effectiveness of our proposed design fur-

ther, we analyze the total write energy consumption occur-
ring in the hot region. The write operation in the hot region
can be divided into two categories. The first one is the nor-
mal write access (including data loading operations). The
other one is the data swapping induced write operations.
Due to the region partitioning, the two blocks involving in
the data migration may locate in different thermal regions.
By comparing the percentage of the write energy occurring
in the hot region over the total write energy, we can verify
whether more write operations can obtain the benefit by the
data migration. As shown in Fig. 9, we can observe that the
“Thermosiphon” scheme makes more write operations occur
in the hot region compared to the“T-NUCA”scheme, which
validates the effectiveness of our NUCA design.

As we discussed previously, the number of bits of the ac-
cess/ratio counter is an important parameter for our NUCA
design. If the bit count of the access counter is too large, the
overflow will occur too late to migrate the new data block
into the hot region, which may result in access operations
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Figure 10: The design space exploration of the ac-
cess/ratio counter(The legend represents the access
counter bit) (a) from the energy consumption per-
spective. (b) from the IPC perspective.

mostly occurring in the cool region. On the other hand, If we
set the bit count too small, the counter will be refreshed so
frequently that the access characteristic of the cache block
can not be captured. To explore the design space of the
counter design, we obtained the IPC and the write energy
with different counter configurations. As shown in Fig. 10,
we observed that when the ratio is 6, which implies 6 read
hits are equivalent to one write hit in the cool region, we
can obtain the optimal write energy consumption. From the
IPC perspective, we derived that the ratio 6 is optimal as
well. Although other three counter configurations can also
achieve the optimal IPC value, 3 bits for the ratio counter
is the best choice considering the hardware overhead. Sim-
ilarly, the optimal access counter bits should be 4 as shown
in Fig. 10.

The on-chip multicore scaling are demanding a steady
grow of on-chip cache capacity to bridge the gap between
processor throughput and the off-chip memory bandwidth.
Kim et al. resorted to non-uniform cache architecture (NU-
CA) cache design to address the worsened performance of
growing UCA cache. [5]. After that a lot of researchers s-
tudying the data mapping, insertion and inter-bank migra-
tion strategy to fully exploit the potential of NUCA. For ex-
ample, Beckmann and Wood first time considered the cache
block migration and replacement policy in dynamic NUCA
of multi-core systems [5]. Beside migration strategy, there
are also some literatures on the optimal placement of cache
blocks in order to harvest locality without inducing data
moving overhead [14]. In contrast to dynamic NUCA that
manages the deterministic performance variation caused by
spatial locality, this work discover a new factor of thermal is-
sue that causes performance non-uniformity in STT-MRAM
cache and seeks to exploit this opportunity to increase cache
efficiency.
Since STT-RAM has many advantages for working as fu-

ture memory technologies, there are a lot of researchers try-
ing to solve the issue of expensive write operation in STT-
MRAM. Sun investigated spin current induced MTJ switch-
ing and described switching behavior by LandauLifshitz-
Gilbert equation accurately making it a base for following
compact model development [9]. Zhao et al. develope-
d a model for thermally assisted MTJ [20]. Zhang et al.
developed a compact model for perpendicular anisotropy
MTJ [25]. The thermal issue in cache design is also an
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important research topic in manycore era. In contrast to
this work, prior studies on thermal-aware cache design are
putting more emphasis on the task management and map-
ping policy [22]. These work avoid the formation of hotspot
that causes severe leakage increase in cache by means of D-
VFS, task migration or power gating [23].

As the modern processor enters into the multi-core and
many core era, cache capacity increases rapidly and NU-
CA architecture is introduced for the cache performance
improvement. To mitigate the leakage power, STT-MRAM
based LLC cache is promising to replace the conventional
SRAM cache. At the same time, The soaring power con-
sumption due to high integration density introduces severe
thermal issue on-chip. In the paper, we take advantage of
the thermal property of STT-MRAM write operation to re-
duce the energy consumption in LLCs. With the thermal
consideration, we propose a thermal aware NUCA design -
“Thermosiphon”. The experimental results show that com-
pared to the baseline, our proposed NUCA design can im-
prove the performance by 7% at most, and reduce the write
energy by 22.5% on average with only 1.3% extra hardware
overhead.
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