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ABSTRACT

Early stage power estimation is critical for SoC architecture
exploration and validation in modern VLSI design, but real-
time, long time interval and accurate estimation is still chal-
lenging for system-level estimation and software/hardware
tuning. This work proposes a model abstraction approach
for real-time power estimation in the manner of machine
learning. The singular value decomposition (SVD) tech-
nique is exploited to abstract the principle components of
relationship between register toggling profile and accurate
power waveform. The abstracted power model is automati-
cally instrumented to RTL implementation and synthesized
into FPGA platform for real-time power estimation by in-
strumenting the register toggling profile. The prototype im-
plementation on three IP cores predicts the cycle-by-cycle
power dissipation within 5% accuracy loss compared with a
commercial power estimation tool.

Categories and Subject Descriptors

B.8.2 [Integrated Circuits]: Performance and Reliabil-
ity—Performance Analysis and Design Aids

General Terms

Algorithms, Design, Performance, Measurement

Keywords

Real-Time, Power Estimation, RTL Instrumentation, Sin-
gular Value Decomposition (SVD)

1. INTRODUCTION
Power consumption has become one of biggest challenges

for modern chip design. In fact, power dissipation is re-
garded as a likely limiting factor to the increasing scales of
integration predicted by Moore’s Law [1]. Early visibility
into power budgeting requires appropriate tools support for
power estimation and optimization at various design stages.
Extensive research has addressed the power consumption

issues at varying levels of abstraction. At lower level of de-
sign hierarchy, higher accuracy of analysis can be achieved
because more detail on circuit implementation is available.
These kinds of technologies have been incorporated into var-
ious commercial power estimation tools, such as Synopsys
PrimeTime PX [2][3][4][5]. Higher level approaches usually

∗This work was supported by the National Natural Science
Foundation of China (NSFC) under Grant No.61274031 and
No.61106030.

perform functional simulation to calculate the power con-
sumption and subsequently have larger capacity in terms of
both transistor count and simulation time [6][7][8]. As the
advances in fabrication technologies have led to shrinking
devices sizes, and consequently increasing chip complexities,
the larger scale circuit design and verifications become in-
creasingly difficult and time consuming. The poor speed of
power estimation tools limits their utility in the design flow.
Clearly, such estimation tools cannot be used in an iterative
manner for architectural exploration. Raising the level of
abstraction to the architecture level can lead to substantial
efficiency improvements, and many types of virtual platform
technologies are proposed and renowned for early develop-
ment and validation for the chip design. Especially, the ac-
celerated hardware/software co-emulation is the most pop-
ular virtual platform to validate both functionality and per-
formance which is essential for shorting turn-around time.
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Figure 1: Solution space of power estimation meth-
ods

However, raising the abstraction level is not universal,
which will bring obvious decreasing estimation accuracy. As
shown in Figure 1, netlist power estimation methods have
high accuracy and excellent observability. But its biggest
drawback is their limited capacity. For post-silicon front, it
has a perfect accuracy and can run long workloads. But
post-silicon measurements come too late to influence the
SoC architecture and consequently lead to limited observ-
ability.

Many interesting techniques have been developed for do-
ing early estimations with reasonable accuracy [9][10][11][12].
In [11], a micro-architectural power model fed by activity
counters is programmed into the chip multiprocessors to ex-
plore performance, power, and thermal issues. In [10], a
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power emulation approach is proposed for accelerating power
estimation by mapping the resulting power model enhanced
circuit onto a hardware prototyping platform. In [9], an
FPGA-accelerated power estimator PrEsto is proposed with
linear power models and integrated into an FPGA-based
performance simulators of microprocessors. Despite these
available approaches, accurate real-time power model is still
a critical challenge for such approach while the increasing in
number and complexity of the system has exerted tremen-
dous pressure. Some of these approaches are mainly based
on linear or parametric regression models to exploit the
correlation between power consumption and input-output
switching activities of different circuit components. But they
are required to manually or incrementally select the candi-
date signals or state traces which are not optimal enough
for minimizing the estimation errors.
Furthermore, real-time power profiling requirements can-

not be satisfied by the approaches above. For current com-
mercial tools such as PrimeTime PX, they have high accu-
racy and observability, but they are mostly post-processing
tools which cannot support real-time power estimation. In
addition, their estimation speed is very low for high-complex
circuits or systems; sampling hundreds of signals in emula-
tion has an overhead of extra routing and IO. Therefore,
real-time power estimation based on a synthesized model
is necessary. At a higher abstraction level, designers often
need to verify the target system without hardware details in
advance, which requires a real-time and fast estimation with
a relative accuracy. It is just the motivation of our research.
We will use the RTL instrumentation technology to satisfy
the real-time requirements.
To overcome these limitations above, we introduce a RTL

instrumentation technique for real-time power estimation in
a machine learning manner. As shown in Figure 1, the RTL
instrumentation has relative high capacity and observability
with little accuracy loss. A concept of model abstraction
is exploited for power characterization according to the cir-
cuit toggling profile by singular value decomposition (SVD)
approach. The model is driven by critical registers instead
of input-output signals like [9]. The introduced SVD ap-
proach automatically captures the relationship between the
critical registers toggling profile and obtained power trace.
This machine learning strategy avoid manually or incremen-
tally selecting the decision variables since it could measure
the influence of each toggling register on the total power
consumption. Finally the abstracted power model is inte-
grated/instrumented into RTL and synthesized onto a hard-
ware prototyping platform with a small amount of addi-
tional logic resources. Experimental results with the design
of H.264/AVC, AES and AC97 IP cores show that the pro-
posed approach is extremely efficient and accurate for power
calibration and real-time prediction.
The rest of the paper is organized as follows. The general

methodology and our motivation are introduced in Section
2. The model abstraction and detailed implementations are
presented in Section 3. Experimental results of power trace
calibration and prediction are shown in Section 4. Conclud-
ing remarks are provided in Section 5.

2. PRELIMINARIES

2.1 General Methodology
Power consumption can be accurately calculated using

simulation approach when detailed circuit information is
available, but extremely time-consuming and consequently
impractical for large scale designs. And such method cannot
satisfy the real-time requirement. Ideally, we would like to

have power models that can essentially characterize the rela-
tionship between power consumption and certain important
circuit observations, such as circuit activities. The result-
ing power model is expected to be simple and easily imple-
mented with RTL but still relative accurate. The challenge
of the abstraction task lies in reducing the complexity of de-
tailed power models without sacrificing accuracy. Accord-
ing to the observations from circuit simulation and analysis
[13], power dissipation has a strong correlationship to cer-
tain components or ports. This suggests that the total power
dispassion could be represented using a small number of key
contributor items. A primary motivation is to select part of
them as observation points and monitor their activities for
representing their total power dispassion.

The power estimation generally includes two phases: mod-
eling/training phase and prediction phase. On the modeling
phase, part of the circuit activities is observed and power
consumption is calculated by simulation on a certain number
of cycles. In order to capture their essential relationship a
popular way is to perform regression analysis between circuit
activities and power traces [8][9][10][11][12][13][14][15]. Con-
sequently, each coefficient for each observation point could
be obtained to represent its contribution to the total power
consumption, i.e., the sensitivity of the total power dissipa-
tion to each observation point. On the prediction phase, the
above coefficients and the corresponding power model are
exploited to calculate the power consumption in the future
cycles. If the coefficients are applied on the referred training
cycles, this kind of measurement is referred as power trace

calibration. Or they are applied on the future cycles, it is
referred as power trace prediction.

2.2 Research Motivation
The primary difference among the existing approaches lies

in how to choose observation points and how to perform
training on them. Most of them generally adopt the bound-
ary information such as input/output signals as observa-
tion points supposing that the design has been divided into
certain number of modules [9][12]. This strategy requires
certain understanding from the structure/architectures in
the design, and consequently it is not easy applicable for
different designs. Aiming to reduce the complexity of the
power model in [9], an incremental approach is adopted to
select the candidate signals or state traces so that fewer sig-
nals and limited terms are kept in the linear power model.
Meanwhile, the Hamming distances from cycle-to-cycle are
further employed to reduce the number of bits for data buses
instead of using individual bits. However, the work in [13]
has explored the difference between power dissipation asso-
ciated with different input transitions, as a function of the
Hamming distance, between the corresponding transitions
vectors, and indicated that the correlation between the two
quantities is weak. Thus, the degree of optimization should
be adjusted arbitrarily according to the complexity of the
design and the desired accuracy.

The motivation of our approach is originally arisen from
an important observation, i.e., the power dissipation of a cir-
cuit is more sensitive to some primary registers than to some
input or output signals. After all, the abstraction level of
registers is more close to logic/transistors level while the ab-
straction level of input/output signals on the module bound-
ary cannot completely reflect the influences of many internal
terms on total power dissipation in some cases. And from
the point view of logic circuit level, a register is essentially a
typical loading for previous stage, and has several fan-outs
to drive. The register terms are more preferred to be chosen
as observation points for representing the key contributor
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items on the total power dissipation. The dynamic power
consumption for a circuit is typically given as

Pdyn =
1

2
αfCeffV

2 (1)

where α is a proportionality constant of transition proba-
bility, V is the power supply voltage, f is the operating
frequency, and Ceff is the effective capacitance. The volt-
age and frequency for all circuits will be constant in a given
design. In some cases, the switching activity and capaci-
tance are combined as switching capacitance and the uti-
lization factor of resources is considered as a separate entity
in itself. Of the two remaining variables, switching activity
is expected to be accounted for by register toggles, while
the capacitance by the resource utilization which can be
regarded as the effective capacitance of each register. For
register i, define its toggle state as si (derived from α and
f) and equivalent coefficient as βi (derived from Ceff and
V ), then the power consumption can be written as

Pdyn
∆
=

∑N

i=1
siβi. (2)

for a circuit with N registers. Power model abstraction is
to select a subset n from N registers as observation points
and predictor variables, the power consumption Pest as the
response variable, the relationship between the response and
the predictor variables can be modeled as a linear equation
as follows

Pest = s1β1 + s2β2 + · · ·+ siβi + · · ·+ snβn (3)

where si is the transition state of each register, and βi is the
coefficient of each register, capturing the constant portion of
the dynamic power for representing the contribution to the
power consumption.
Model abstraction is the intelligent capture of the essence

of the behavior of a model, without all the implementation
details. Generally speaking, an abstracted model has nearly
the same accuracy of its detailed counterpart, while having
its complexity reduced to more closely match other compo-
nents within different run scenarios. In machine learning
community, singular value decomposition is known as one of
ideal approaches to perform data dimensionality reduction
for principal component analysis, and subsequently is suit-
able for finishing the model abstraction tasks. Consequently,
SVD method is explored in this work to automatically cap-
ture the relationship between the critical registers toggling
profile and the obtained power trace.

3. POWER MODEL ABSTRACTION

3.1 Framework
The proposed estimation approach is originally arisen from

an important observation, that is, the power consumption
trace is strongly correlated to the registers toggling profile
especially for some critical registers. As shown in Figure
2, for a certain amount of cycles as input training data,
the register toggling profile is dumped as X, and the power
consumption is calculated as Preal by gate level power anal-
ysis tools. Aiming to abstract the potential relationship be-
tween X and Preal, we should determine the coefficients β

so that the estimated power consumption Pest is approx-
imately equal to Preal. In general, the decision variables
si in equation (3) are not independent due to the circuit
coupling with each other. Even though the power model
is proposed as linear formulation, the actual dependence of
each power consumption term on si is not linear. Thus,

this problem is essentially to minimize the mean squared er-
ror between the obtained registers toggling states X and the
calculated power trace Preal, which is equivalent to compute
the pseudo-inverse X+ so that β := X+ ·Preal. The resulted
β is applied on the input training data X and Preal for cal-
ibration, or applied on the new target input for prediction.
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Figure 2: Power model abstraction methodology

3.2 Problem Formulation
Consider a circuit with n registers, simulated for m clock

cycles to observe the registers toggling profile which can be
denoted as a spare Boolean matrix X ∈ R

m×n:

X =

















x1

...
xi

...
xm

















=

















x11 · · · x1j · · · x1n

...
...

...
. . .

...
xi1 · · · xij · · · xin

...
...

...
. . .

...
xm1 · · · xmj · · · xmn

















(4)

where each row xi ∈ R
1×n represents the transition states

between each two neighboring cycles of all registers, i =
1, 2, ...,m and j = 1, 2, ..., n, that is, xij is 1 if the register
j toggles between cycle i − 1 and cycle i, otherwise xij is
0. Power consumption is calculated by gate level simulation
for m clock cycles, denoted as a column vector p ∈ R

m×1

while p =
[

p1 · · · pi · · · pm
]T

and pi is the power
value of i-th cycle for i = 1, 2, ...,m.

Since the power trace is strongly correlated to the regis-
ters toggling profile, a linear regression model is employed
to describe the relationship between them. The coefficients
for representing the contribution of the registers to the to-
tal power consumption are denoted as a column vector β ∈

R
n×1 while β =

[

β1 · · · βj · · · βn

]T
and βj is the

contribution of j-th register to the total power consumption
for j = 1, 2, ..., n. If the least square regression can be op-
timally performed, it will result in

∑n

j=1
xijβj = pi of m

linear equations and written in matrix form as

Xβ = p (5)

It is usually meaningful only when m > n, which is consid-
ered as an over determined system. Such a system usually
has no exact solution, and consequently the goal is instead
to find the coefficients β which fit the equations best, in the
sense of solving the quadratic minimization problem, i.e.,
the linear least square minimization problem

F (β) =
∑m

i=1

∣

∣

∣pi −
∑n

j=1
xijβj

∣

∣

∣

2

= ‖p−Xβ‖2 (6)

where F (β) is the objective function to be minimized.
In general, there are many linear dependent components

and many redundant/random noise among the above re-
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gression problem. A general approach to the least squares
problem can be described by orthogonal projection theory
[16]. Performing singular value decomposition (SVD) X =
UΣVT , where U ∈ R

m×m and VT ∈ R
n×n are orthogo-

nal matrices, and Σ ∈ R
m×n is a diagonal matrix (singular

value). The pseudo-inverse of Σ is easily obtained by invert-
ing its non-zero diagonal entries. Hence

XX+ = XVΣ+UT = UΣVTVΣ+UT = UΛUT (7)

where Λ is obtained from Σ by replacing its non-zero di-
agonal entries with ones. Since X and Σ are obviously of
the same rank, then XVΣ+UT = UΛUT is an orthogonal
projection onto the image (column-space) of X, and

β = VΣ+UTp (8)

is a solution of the above least squares problem.

3.3 Model Abstraction with SVD
The solution with SVD method is the most computation-

ally intensive, but indeed SVD is useful to get rid of redun-
dant data, that is, for dimensionality reduction. The most
important property of SVD is that we can take the first k
largest singular values and construct an approximated rank-
k matrix of X as following [17]

Xk = UkΣkV
T
k = X̂ (9)

where Uk ∈ R
m×k, Σk ∈ R

k×k and VT
k ∈ R

k×n are reduced
matrices of U, Σ and VT respectively. Only the k column
vectors of U and k row vectors of VT corresponding to the k
largest singular values Σk are calculated, and consequently
much efficient than full SVD when k ≪ r, where r is the
rank of X. The truncated SVD is no longer an exact de-
composition of X, but leads to an good approximation X̂.
Actually, Xk is the best rank-k approximation of X in case
of squared error loss. In other words, Xk is the one that
minimizes the Frobenius norm

‖X−Xk‖ =
∑

i

∑

j
[X (i, j)−Xk (i, j)]

2

(10)

The truncated SVD is essentially an approach for principal
component analysis (PCA) to convert a set of observations
of possibly corrected variables into a set of values of lin-
early uncorrected variables which is called principal compo-
nents. Moreover, truncated SVD enable us to remove noises
and linear dependent elements by using the most significant
singular values. Thus, the coefficients β is approximately
obtained as β̂:

β̂ = VkΣ
+
k U

T
k p (11)

according to the the training cycles, and subsequently adopted
to predict the power consumption in the future cycles.

3.4 RTL Instrumentation
The power estimation methodology includes calibration

phase and prediction phase. Power calibration is to validate
the obtained power model on the training clock cycles to
check whether it is accurate enough. Power prediction is
to apply the obtained power model for prediction on future
clock cycles. The main framework contains 4 stages:

(i) Training cycles: perform simulation to dump registers
toggling profile X and report power trace p;

(ii) Build power model: perform truncated SVD Xk =

UkΣkV
T
k = X̂ to compute coefficients β̂ = VkΣ

+
k U

T
k p;

(iii) Power trace calibration on training cycles 〈p,X · β̂〉;

(iv) Power trace prediction on future cycles: RTL simula-

tion to obtain X′, then compute p′ = X′ · β̂.

The proposed approach has significant potential for power
estimation acceleration into commercial tools while the hardware-
assisted verification is not novel for EDA tools [18]. Mean-
while, the abstracted power model is implemented as RTL
instrumentation to report the real-time power trace by ob-
serving the selected registers toggling profile. This kind
of power emulation is significantly critical for dynamically
monitoring and on-line power management. Notice that the
abstracted coefficients from equation (11) is usually floating-
point number both in positive and negative, we consider to
represent them as binary numbers by quantization and then
map them into hardware prototyping platform. The quan-
tization procedure is listed as follows:

(i) Scaling the coefficients with a proper threshold;

(ii) Round them towards nearest integer;

(iii) Convert decimal integer to binary string;

(iv) Instrument into RTL and synthesis on the hardware
prototyping;

(v) Scaling down the estimated total power.

As demonstrated in Section 4.1, the required number of
bits for representing the coefficients actually is not large be-
cause only very small amount of coefficients are relative large
while most of them just require only two or three bits or even
zero bit.
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Figure 3: Block diagram of model implementation

The detailed block diagram of power model implementa-
tion is shown in Figure 3. Each term in the selected registers
takes only one control signal as an input. For the previous
clock cycle, the register state has been stored and locked.
For the end of the next clock cycle, each toggling state is
calculated by performing XOR operation between previous
locked register state and current register state. The ob-
tained toggling states are adopted as control signals to de-
cide whether the corresponding coefficients should be added
or not. For clarity, the selected registers are classified into
several groups according to the required bits number after
coefficients quantization. The registers from same group
have the same coefficient. Thus, the toggling states are
first accumulated in each group and then multiplied with
their common coefficients. Naturally, the total power con-
sumption is the sum of the multiplication results from all
groups. Synthesized results in Section 4.1 will demonstrate
that very small amount of additional logic resources are re-
quired to map the abstracted power model, because only
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one XOR logic is required for each selected register and the
operations for adding all terms can be optimized according
to shared coefficients for each group.

4. EXPERIMENTAL RESULTS

4.1 Experimental Setup
The proposed methodology is implemented with Matlab

scripts and evaluated on three open source design: H.264/AVC
baseline decoder of QCIF resolution [19], AES IP Core [20]
and AC 97 Controller IP Core [21]. The detailed tools flow of
power model abstraction is demonstrated in Figure 4. The
design cores are synthesized using Synopsys Design Com-
piler. Register toggling profile is dumped using full RTL
level simulation. The gate level power is calculated using
Synopsys PrimeTime PX with VCD files generated from full
gate level simulation. For the sake of clarity, H.264/AVC is
first chosen as an example for demonstrating the evaluation
details in this subsection. Three video clips [22] of QCIF
format are encoded using JM94 encoder [23] as input. For
each case, 400K clock cycles are evaluated while the first
200K cycles are adopted as training data to run once for
generating power models and he remaining 200K cycles are
used for power prediction.

*.sdc *.sdf *.spf Gate Level Netlist Register List

Gate Level VCD Register Toggling Dump

Gate Level Power

Technology Libraires RTL Netlist

H264 Bitstream

Synopsys Design Compiler

Synopsys VCS Synopsys VCS

Synopsys PTPX

Power Model Power Estimator

Figure 4: Tools flow of power model abstraction

Usually there are numerous registers within a design, but
only part of the most active registers should have significant
contribution to total power dissipation. The proposed model
abstraction can automatically figure them out without any
manual or incremental consideration. After obtaining the
accurate power trace from PTPX, truncated SVD technique
is employed to build the power model (100 largest singular
values considered). The H.264/AVC encoder design has to-
tally 31295 registers. The coefficients quantization results
from 3 training cases are listed in Table 1. Respectively,
there are 2050, 1655 and 2018 registers are kept for power
estimation. From the Table 1, only several coefficients re-
quire 7 bit, 8 bit or 9 bit, and most of the coefficients just
require 2 bit, 1 bit or even 0 bit.
Aiming to validate the promising performance of the pro-

posed approach, the H.264/AVC encoder and corresponding
power model in Figure 3 are implemented on FPGA proto-
typing platform. All of them are synthesized with Synopsys
Synplify Pro for the target of Xilinx Virtex6 XC6VLX75T.
Take Akiyo case as training data, the encoder takes up 22807
LUTs (48%) and power model takes up 3603 LUTs (7%) if
1-stage adder tree is employed in Figure 3. For the evalua-
tion performance, the decoder is allowed to run at 41.6MHz

while our power model can run at 73.3MHz which is enough
for run-time estimation. If 2-stage adder tree is further uti-
lized, about 5735 LUTs (12%) will be required and the run
frequency is improved to 114.2MHz.

Table 1: Required bit number for coefficients quanti-
zation. Akiyo, Carphone and Claire totally requires
2050, 1655 and 2018 respectively.

Bit Num. 1 2 3 4 5 6 7 8 9

Akiyo 1242 503 150 70 50 21 11 2 1
Carphone 982 414 112 68 39 26 11 2 1
Claire 1108 634 142 54 42 23 12 2 1

4.2 Measuring Waveform Similarity
There are many approaches to evaluate the estimation

accuracy, but we are much more interested in the similarity
between the predicted waveform and the accurate waveform.
In our work, the filtering method is exploited as a new metric
to measure the waveform similarity. Because we are much
more interested in the realistic response of a system while it
is usually decided by its characteristic impedance, such as a
RC/RLC network. But the equivalent network is unknown
to designers before physical implementation. Suppose that
there is an equivalent filtering network attached to the sys-
tem for measuring the similarity, such as low pass window
filter for removing the high frequency noises. The estima-
tion accuracy is measured based on the filtered results by
cycle-by-cycle error and relative error. Relative error is the
average power consumption error. Cycle-by-cycle error is
measured by normalized root mean square error (NRMSE)
[24]. That is to compute the solution error of each cycle
between the predicted power trace p̂i and accurate values pi
obtained from PTPX.

NRMSE = RMSE
pmax−pmin

· 100% (12)

while RMSE =
√

∑m

i=1
(pi − p̂i)

2/m is to represent the

root mean square error.

4.3 Power Trace Calibration and Prediction
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Figure 5: Power trace Comparison with window fil-
ter (window size = 2000). Greed curve: PTPX
power. Blue curve: predicted power.

For each test video clip with several frames, the pro-
posed power model is obtained from the training data with
the first 200K cycles and calibrated for itself. For cali-
bration on the three cases, their NRMSE is 2.36%, 2.34%,
and 2.38% respectively, while the relative errors are 0.14%,
0.11% and 0.13% respectively. The power model is evalu-
ated on the same video clip for future cycles, which is called
self-prediction. Meanwhile, the power model is evaluated
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on other video clips for future cycles, which is called cross-
prediction. For the evaluated 3 video clips, their NRMSE is
listed in Table 2 for cycle-by-cycle prediction. It has vali-
dated the efficiency and the accuracy of the proposed power
model abstraction. From Table 2, there are less than 3%
errors for self-prediction, and less than 5% errors for cross-
prediction. Also the relative errors are list in Table 3, from
which we can conclude that it is extremely accurate for both
self-prediction and cross-prediction. Figure 5 shows cycle-
by-cycle power waveforms while the power model obtained
from Akiyo case is applied to predict the power consumption
of Carphone case. The green curve is the power trace ob-
tained from PTPX as accurate solution and the blue curve is
the predicted power trace. For clarity, the results are plotted
with a window filter while the window size is 2000.

Table 2: Normalized RMS error of cycle-by-cycle
prediction

NRMSD Akiyo Carphone Claire

Akiyo 2.51% 2.68% 3.20%

Carphone 4.35% 2.53% 4.13%

Claire 3.43% 3.62% 2.22%

Table 3: Relative errors of total power prediction

Relative Error Akiyo Carphone Claire

Akiyo 0.09% 1.07% 1.89%

Carphone 2.58% 0.24% 3.47%

Claire 0.40% 1.19% 0.29%

In addition, the proposed model abstraction is evaluated
on the AES case and AC97 case for power calibration and
prediction. AES core includes 678 registers. AC97 core in-
cludes 2288 registers. Table 4 illustrates the relative error
and normalized RMS error, from which we can conclude
that the modeling accuracy is still guaranteed for additional
design cases. And without loss of generality, the proposed
model abstraction approach could be applicable to more gen-
eral or complex designs for RTL instrumentation.

Table 4: Evaluation results for AES and AC97

IP Core
Calibration Prediction

NRMSE RelErr NRMSE RelErr

AES 3.25% 3.39% 3.35% 2.45%

AC97 1.74% 0.27% 0.85% 0.75%

5. CONCLUSIONS
In this paper, we propose a model abstraction approach

based on the critical registers using singular value decom-
position in the manner of machine learning. By adopting
the circuit toggling activity and the power trace obtained
from simulation as training data, it can abstract the prin-
ciple components of the relationship between them. The
abstracted power model can be easily implemented on hard-
ware prototyping platform and provide real-time power es-
timation directly according to the critical registers toggling
profile. The proposed critical registers power model with
SVD technique is shown to be extremely efficient and accu-
rate for power calibration and real-time prediction. In the
future work, we will consider more complex circuit compo-
nents as observation candidates and validate the proposed
power model abstraction.
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